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Abstract 

Rising vehicle ownership trends have led to significant increases in negative externalities associated with transportation such as 

pollution and congestion. While empirical studies have typically used only econometric frameworks, we must ask the question: 

Can machine learning models outperform traditional econometric approaches? Using a socio-demographic dataset from 

Singapore, 22 feature vectors were constructed using appropriate transformations and imputing missing data to predict a 6-class 

categorical ordinal variable. In our comparison of six different supervised learning algorithms with the multinomial logit (MNL) 

model, we found that the neural network (NN) model was the most robust and performed the best while generalizing to the test 

dataset with a predictive accuracy score almost 10% better than the MNL. Consequently, we used an ordinal logit classification 

approach with neural network binary classifiers (OLC_NN) to address the imbalanced classification problem. This model was seen 

to perform the best in terms of all performance metrics, even in comparison with the ordinal logit (OL) model. 

We also used the econometric models to obtain insights into the household vehicle ownership decision-making process. 

Singapore’s public transport system and strict regulatory practices influenced not owning any vehicle to be the most preferred 

alternative. A gender effect was also revealed, along with a strong indirect income effect through housing type and job sector. 

Additionally, the direct income effect was statistically significant and strongly positive in magnitude. An attitudinal aspect was 

noticed in households with young professionals, wherein they are strongly disinclined to own a car. Proximity to transit stations 

and taxi ownership were also found to be significant factors in influencing vehicle ownership negatively. This research paves the 

way for an integrated framework that incorporates both the econometric and supervised learning approaches to better predict the 

influence of disruptive changes. 
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1. Introduction 

Car ownership and use is expanding throughout the world. Historically, economic development has been strongly 

associated with an increase in the demand for transportation and particularly in the number of road vehicles (Dargary 

et al., 2007). Vehicle ownership may promote work if employment opportunities and job searches are enhanced by 

reliable transportation (Baum, 2009). For example, vehicles may serve to reduce potential physical isolation from 

employment opportunities. Since the growth in vehicle ownership is continuing hand-in-hand with rapid urbanization, 

the strains are particularly severe in cities (Button et al., 1993). Rising vehicle ownership trends have led to significant 

increases in negative externalities associated with transportation such as pollution and congestion. This has motivated 

policy-makers and researchers to examine vehicle ownership trends more closely over the past couple of decades. The 

primary reason for this is understandable, since having access to a vehicle increases an individual’s (or their 

household’s) travel options, leading to greater mobility. Secondary reasons for this scrutiny include the need to predict 

future transport investment in road infrastructure and the commercial demand for new vehicles. 

 

Transportation literature is quite rich in this field with several different approaches having been applied to examine 

the underlying factors influencing vehicle ownership. Researchers agree that such an exercise is highly contextual and 

is quite difficult to generalize at a large geographical scale. Most studies focus on a particular study region because of 

this very reason. A few examples can be found in England & Wales (Clark, 2009), Mexico City (Guerra, 2015), 

Montreal (Anowar et al., 2016), Honolulu (Ryan & Han, 1999), Bangkok (Dissanayake & Morikawa, 2010), the United 

States (Liu et al., 2014), China (Zhang et al., 2017) and in the Netherlands (Oakil et al., 2016). Although far and few 

in between, comparisons have been made across rural and urban regions by Dargary (2002) and Choudhary & 

Vasudevan (2017), across time by Wu et al. (2016), and across countries by Law et al. (2015). 

 

While it is widely agreed that socio-demographics play a major role in determining vehicle ownership and use, 

other influencing factors have also been discovered. The built environment, including both neighborhood design 

characteristics and relative location, has potentially causal influences on vehicle ownership decisions, as was found by 

Zegras (2010) in Santiago de Chile and Macfarlane et al. (2015) in Atlanta. Wu et al. (1999) explored the idea of car 

ownership having a symbolic utility, which refers to the psychological satisfaction derived from owning and using a 

vehicle. Neighborhood-level population density is also considered to affect the amount of household automobile travel 

(Schimek, 1996). The effects of environmental knowledge and attitudinal perceptions on the numbers and types of 

vehicles owned per household were also explored by Flamm (2009). Therefore, it is important to understand the causal 

mechanics of vehicle ownership as it is a key determinant of choice of mode for travel decisions. 

 

Economists generally model vehicle ownership as a function of per-capita income using econometric estimation 

techniques and obtain projections of the growth in car and total vehicle stock (Dargay & Gately, 1999). On the other 

hand, empirical studies on household car ownership have used two types of discrete choice modeling structures: 

ordered and unordered (Potoglou & Susilo, 2008). In ordered response structures, such as the ordered logit and ordered 

probit models, the choice of the number of household vehicles arises from a unidimensional latent variable that reflects 

the propensity of a household to own vehicles. Unordered response structures are based on the random utility 

maximization principle, which assumes a household associates a utility value across different car ownership levels and 

chooses the one with the maximum utility. The most common unordered response models are the multinomial logit 

and probit models, but only the multinomial logit has been used in practical applications because of its simple structure 

and low computational requirements. A slightly more sophisticated approach incorporating psychological and 

sociological factors as explanatory variables is the latent class model. 

 

With access to big data, machine learning approaches are being widely used for various applications across the 

world. However, we see that there is no literature pertaining to the use of machine learning models for predicting and 

forecasting vehicle ownership. Can machine learning models outperform traditional econometric approaches such as 

the multinomial logit model? Therefore, our first objective is to use different supervised learning algorithms to perform 

classification for a vehicle ownership target variable on a dataset from Singapore, and compare results with 
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traditional econometric models. Our empirical findings can provide insights into selecting better predictive algorithms 

and obtaining forecasts that are more accurate. 

 

Although not without critique, econometric approaches use an underlying economic framework to explain 

behavioral decisions. This is particularly useful while trying to understand potentially disruptive phenomenon such as 

the introduction of electric vehicles or autonomous mobility-on-demand (AMoD) in the market. Supervised learning 

techniques are not applicable to such scenarios because such options are absent from current existing data. In order to 

evaluate the current and future prospects of electric vehicles, a few studies have tried to explore factors influencing 

ownership (Kim et al., 2015), penetration rates (Javid & Nejat, 2017), and vehicle usage (Danielis et al., 2018). While 

Basu et al. (2018) has explored the effect of AMoD on urban mass transit, a systematic analysis of the effect on private 

vehicle ownership is yet to be conducted. Therefore, our second objective is to obtain insights into the underlying 

socio-demographic factors influencing household vehicle ownership decisions in Singapore using traditional 

econometric models. 

 

We chose Singapore as our study region for two reasons. First, Singapore is experiencing strong technological 

innovations in urban mobility and is scheduling pilots with AMoD and commercially available autonomous vehicles 

(AVs) in the near future. This enhances the importance of understanding current trends in vehicle ownership in 

Singapore (which is absent from literature) for better predictability while incorporating such disruptive services in 

choice sets. Second, we are engaged in the SimMobility project in Singapore that aims to build a city-scale agent-

based microsimulation of demographic evolution, vehicle ownership changes, residential relocation, and urban 

transportation movements. Therefore, it is pertinent to compare machine learning techniques with econometric 

approaches before incorporating them into our simulation framework. A noteworthy point about Singapore is that the 

government uses a scheme called the Off-Peak Car (OPC) to reduce usage of cars in return for reduced car registration 

related fees and road taxes. We consider this as one of our mobility alternatives as it represents the spirit of low-sample 

disruptive technologies such as AVs. 

 

In this paper, we first compare six different supervised learning algorithms with the multinomial logit model, which 

is the most popular approach for modeling the level of household car ownership as shown in transportation literature 

(Potoglou & Susilo, 2008). We construct the choice set drawing on the concept of Mobility-as-a-Service (MaaS) such 

that they can be considered as an ordered arrangement with incremental utility. This allows us to also consider the 

ordinal logit model, which is then compared with a classification algorithm that uses the best classifier obtained from 

the previous comparison and implements the ordinal logistic regression methodology. We estimate our models on a 

dataset obtained from a household survey and use the calibrated model to predict household vehicle ownership for a 

synthetic population of Singapore consisting of 1.77 million households in 2012, which is projected to grow to over 

1.9 million by 2030. The need for this comparison stems from the observation that traditional econometric approaches 

do not have a high accuracy rate in prediction, leading to a cascading error effect in the predictions for the synthetic 

population that would introduce errors in all our urban simulations using SimMobility. Therefore, we aim to 

understand the factors influencing household vehicle ownership through econometrics while examining machine 

learning approaches for obtaining better predictive accuracy. 

2. Background & Methodology 

We provide the mathematical formulations and methodological details about our implementation of the 

econometric and machine learning models in the following sub-sections. 

2.1. Econometrics 

We select the multinomial logit model as a representative of the unordered response structure and the ordinal logit 

model as a representative of the ordered response structure. Note that our choice set of household vehicle ownership 

is constructed in an ordered fashion so that we can examine whether considering the incremental ordered response 
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structure yields a better understanding of underlying preferences and consumer behavior. The mathematical 

framework of both these models are provided in the following sub-sections. 

2.1.1. Multinomial logit (MNL) 

 

Random utility theory is a structural component of behavioral theory (Manski, 1977) and is a well-explored concept 

in the field of economics. Expressed briefly, it states that individual n selects alternative i that has the highest utility 

𝑈𝑖𝑛 among those in the choice set 𝐶𝑛. Utility 𝑈𝑖𝑛 is composed of a systematic utility component that can be expressed 

as a linear-in-parameters function of variables (𝑉𝑖𝑛) and a random utility component (𝜖𝑖𝑛). 

 

 𝑈𝑖𝑛 = 𝑉𝑖𝑛 + 𝜖𝑖𝑛 = 𝛽′𝑋𝑖𝑛 + 𝜖𝑖𝑛 (1) 

 

Therefore, the probability of individual 𝑛 selecting alternative 𝑖 from choice set 𝐶𝑛 can be expressed as follows: 

 

 𝑃(𝑖|𝐶𝑛) = 𝑃(𝑈𝑖𝑛 ≥ 𝑈𝑗𝑛, ∀𝑗 ∈ 𝐶𝑛) = 𝑃(𝑈𝑖𝑛 − 𝑈𝑗𝑛 ≥ 0, ∀𝑗 ∈ 𝐶𝑛) 

 

⇒   𝑃(𝑖|𝐶𝑛) = 𝑃 (𝑈𝑖𝑛 = max
𝑗

𝑈𝑗𝑛 , ∀𝑗 ∈ 𝐶𝑛) 

(2) 

 

Consider the case of binary choice as an example to obtain a tractable expression. 

 

 𝑃𝑛(1) = 𝑃(𝑈1𝑛 ≥ 𝑈2𝑛) = 𝑃(𝑈1𝑛 − 𝑈2𝑛 ≥ 0) = 𝑃(𝜖2𝑛 − 𝜖1𝑛 ≤ 𝑉1𝑛 − 𝑉2𝑛) 

 

⇒   𝑃𝑛(1) = 𝐹𝜖2−𝜖1
(𝑉1𝑛 − 𝑉2𝑛) 

(3) 

 

As can be seen from the expression above, this is the univariate CDF of (𝜖2 − 𝜖1). Similarly, an extension to three 

alternatives in the choice set would result in the bivariate CDF of (𝜖2 − 𝜖1) and (𝜖3 − 𝜖1). Different assumptions are 

made on the joint distribution of 𝜖 = (𝜖1, 𝜖2, … , 𝜖𝐽)′ leading to different models. For example, there are two major 

assumptions on the joint distribution of 𝜖 that lead to the logit model. Note that a logit model can be binary, i.e. there 

are only two alternatives in the choice set, or multinomial, i.e. there are multiple (greater than two) alternatives in the 

choice set. 

 

First, 𝜖𝑗𝑛 is independently and identically distributed (i.i.d.). This assumption of homoscedasticity leads to the 

following simplification: 

 

 

𝑓(𝜖1, … , 𝜖𝐽) = ∏ 𝑓(𝜖𝑗)

𝐽

𝑗=1

 (4) 

 

Second, 𝜖𝑗𝑛  follows an extreme value distribution with parameters as zero and 𝜇 . Thus, we can express 

𝜖𝑗𝑛 ~ 𝐸𝑉(0, 𝜇) ∀𝑗. The CDF and PDF expressions for such a distribution are as follows: 

 

 𝐹(𝜖) = exp(−𝑒−𝜇𝜖) , 𝜇 > 0 

𝑓(𝜖) = 𝜇𝑒−𝜇𝜖 exp(−𝑒−𝜇𝜖) 

 

(5) 

Based on these assumptions, we can arrive at a tractable expression for the choice probability of each alternative. 

 

 
𝑃(𝑖|𝐶𝑛) =

𝑒𝜇𝑉𝑖𝑛

∑ 𝑒𝜇𝑉𝑗𝑛
𝑗∈𝐶𝑛

 (6) 
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From the above expression, we can see that the logit model has an important property – independence from 

irrelevant alternatives (IIA). We can express the IIA property through the odds ratio as follows: 

 

 𝑃(𝑖|𝐶1𝑛)

𝑃(𝑗|𝐶1𝑛)
=

𝑃(𝑖|𝐶2𝑛)

𝑃(𝑗|𝐶2𝑛)
 (7) 

 

where 𝑖, 𝑗 ∈ 𝐶1𝑛 ; 𝑖, 𝑗 ∈ 𝐶2𝑛 ; 𝐶1𝑛 ⊂ 𝐶𝑛 ; 𝐶2𝑛 ⊂ 𝐶𝑛. However, this property is quite restrictive and, thus, the logit 

model is only appropriate when the alternatives are uncorrelated. 

2.1.2. Ordinal logit (OL) 

 

As opposed to the MNL which establishes a relationship between the covariates and the set of probabilities of the 

alternatives, the ordinal logit (OL) model is used to obtain expressions for the cumulative probabilities. An OL model 

for an ordinal response 𝑌𝑖 with 𝐾 classes is defined by a set of (𝐾 − 1) equations as the last cumulative probability is 

necessarily equal to 1. 

 

 𝑙𝑜𝑔𝑖𝑡(𝑝𝑘𝑖) = log (
𝑝𝑘𝑖

1 − 𝑝𝑘𝑖

) = 𝜏𝑘 − 𝛽′𝑋𝑘𝑖  (8) 

 

where 𝑘 = 1,2, … , 𝐾 − 1 and 𝑝𝑘𝑖 = Pr(𝑌𝑖 ≤ 𝑦𝑘|𝑋𝑖) is the cumulative probability. The parameters 𝜏𝑘  are called 

thresholds or cut-points, and are in increasing order (𝛽1 < 𝛽2 < ⋯ < 𝛽𝐾−1). An identification problem arises in the 

simultaneous estimation of the overall intercept 𝛽0 (which is a part of the vector 𝛽′) and all the (𝐾 − 1) thresholds, 

which can be solved by either omitting the overall constant from the linear predictor (𝛽0 = 0) or fixing the first 

threshold to zero (𝜏1 = 0). We use the former approach in our implementation for this paper. 

 

It should be noted that the vector of slopes in the linear predictor 𝛽 is not indexed by the class index 𝑘, which 

indicates that the effects of the covariates are constant across response categories. This is known as the parallel 

regression assumption, which yields (𝐾 − 1)  parallel lines while plotting 𝑙𝑜𝑔𝑖𝑡(𝑝𝑘𝑖)  against a covariate. We 

purposely introduce the negative sign before 𝛽 such that the interpretation is according to intuition. With this model 

specification, we can imply that increasing a covariate with a positive slope would be associated with a rise in the 

probabilities of the higher classes. We can now express the cumulative probability for class 𝑘 in the following manner. 

 

 
𝑝𝑘𝑖 =

exp (𝜏𝑘 − 𝛽′𝑋𝑘𝑖)

1 + exp(𝜏𝑘 − 𝛽′𝑋𝑘𝑖)
=

1

1 + exp(−𝜏𝑘 + 𝛽′𝑋𝑘𝑖)
 (9) 

 

The OL model is also known as the proportional odds model because the parallel regression assumption implies 

that the ratio of odds for two classes is constant across response categories. This can be expressed as the following: 

 

 𝑜𝑑𝑑𝑠𝑘𝑖

𝑜𝑑𝑑𝑠𝑘𝑗

= exp[𝛽′(𝑋𝑗 − 𝑋𝑖)] (10) 

 

where odds for a class represent the proportionality of the odds of not exceeding that class, i.e. 𝑜𝑑𝑑𝑠𝑘𝑖 =
𝑝𝑘𝑖 (1 − 𝑝𝑘𝑖)⁄ . Readers interested in further details about the modeling of ordinal outcomes in the setting of choice 

theory should refer to Greene and Hensher (2010). 

2.2. Machine Learning 

Machine learning explores the study and construction of algorithms that can learn from and make predictions on 

data. In machine learning, multiclass or multinomial classification is the problem of classifying instances into one of 

three or more classes. There are multiple algorithms, known as classifiers, which use a mathematical function to map 

input data to a category through a concrete implementation. We explore six different types of classifiers in this 
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research. Note that we are interested in only classification, not clustering, algorithms as our objective of vehicle 

ownership prediction is a supervised learning problem (Kotsiantis et al., 2007). 

2.2.1. Decision Tree (DT) 

 

Decision Trees (DT) refer to a non-parametric supervised learning method that aims to predict the value of a target 

variable by learning a set of simple if-then-else decision rules inferred from the features. The deeper the tree, the more 

complex the decision rules and the better the model fit. DT models are simple to understand and interpret, and can be 

visualized easily. They require little data preparation, can handle both numerical and categorical data, and perform 

well even if the assumptions are violated by the true model from which the data is drawn. However, they tend to easily 

overfit by creating over-complex trees that do not generalize well. They can also be unstable as small variations in the 

data can result in a completely different tree being generated. Moreover, locally optimal decisions made at each node 

using greedy algorithms cannot guarantee to return the globally optimal model (Anyanwu & Shiva, 2009). 

2.2.2. Random Forest (RF) 

 

Many of the drawbacks associated with DT models can be overcome by using them within an ensemble learner 

like the random forest (RF) algorithm. The goal of an ensemble method is to combine the predictions of multiple base 

estimators built with a given learning algorithm in order to improve the generalizability and robustness over a single 

estimator. In random forests, each tree in the ensemble is built from a sample drawn with replacement (i.e., a bootstrap 

sample) from the training set. Note that, when splitting a node during the construction of the tree, the split that is 

chosen is no longer the best split among all features. Contrastingly, the split that is picked is the best split among a 

random subset of the features. Because of this randomness, the bias of the forest usually slightly increases (with respect 

to the bias of a single non-random tree). However, due to averaging, its variance also decreases, usually more than 

compensating for the increase in bias, hence yielding an overall better model. Our implementation combines classifiers 

by averaging their probabilistic predictions, instead of aggregating to a single class vote for each classifier as shown 

in Breiman (2001). 

2.2.3. Neural Network (NN) 

 

We use the Multi-layer Perceptron (MLP) algorithm that learns a function f(.): 𝑅𝑚 → 𝑅𝑜 by training on a dataset, 

where 𝑚 is the number of input dimensions and 𝑜 is the number of output dimensions (Haykin, 2009). There can be 

one or more non-linear layers, called hidden layers, between the input and output layer. Each neuron in the hidden 

layer transforms the values from the previous layer with a weighted linear summation, followed by a non-linear 

activation function g(.): 𝑅 → 𝑅. The output layer receives the values from the last hidden layer and transforms them 

into the output values using the final activation function. The MLP classifier minimizes the cross-entropy loss function 

and trains using gradient descent where the gradients are calculated using backpropagation. While the MLP classifier 

performs well with non-linear models and on-line learning, it is sensitive to feature scaling and requires tuning several 

hyperparameters such as the number of hidden neurons, layers, and iterations. In our implementation, we used two 

hidden layers (100 neurons and 6 neurons respectively) in a feed-forward neural network architecture with rectified 

linear unit (ReLU) as the activation function for the hidden layers and the softmax activation function for the output 

layer. 

2.2.4. Support Vector Machine (SVM) 

 

A support vector machine (SVM) constructs a set of hyperplanes in a high-dimensional space that can be used for 

classification. A good separation is achieved by the hyperplane that has the largest distance to the nearest training data 

points of any class, known as the margin, since a larger margin generally implies lower generalization error of the 

classifier. The objective function that the SVM tries to minimize can be expressed as follows (Hsu & Lin, 2002). 
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𝐽(𝜃, 𝜃0) =

1

𝑛
∑ 𝐿ℎ (𝑦(𝑖)(𝜃𝑇𝜙(𝑥) + 𝜃0))

𝑛

𝑖=1

+ 𝜆||𝜃||
2
 (11) 

where 𝜙(𝑥) is the kernel or basis function of original feature vector 𝑥, 𝑦 is the label vector, 𝜆 is the regularization 

parameter, 𝐿ℎ(. ) is the hinge loss defined as 𝐿ℎ = max (0, 𝑥), 𝜃 is the weight vector, and 𝜃0 is the bias. The first term 

of 𝐽(𝜃, 𝜃0) measures the loss, which is a measure of the difference between true and predicted labels. The second term 

is the regularization term that prevents the classifier from overfitting the data and increases its generalizability. While 

other loss functions can be used, the most commonly used one is the hinge loss. Instead of using a linear kernel, we 

used a radial polynomial basis (rbf) kernel to extend generalizability and capture possible non-linear relationships in 

the data. We used the Pegasos algorithm to solve the optimization problem cast by the SVM, which has been found 

to extend well to non-linear kernels (Shalev-Shwartz et al., 2011). 

2.2.5. Logistic Regression (LR) 

 

Logistic Regression (LR) is a linear classification algorithm that models the probabilities describing the possible 

outcomes of a single trial using a logistic function. The objective function that the LR algorithm tries to minimize can 

be expressed as follows. 

 

 
𝐽(𝜃, 𝜃0) = −

1

𝑛
∑ (𝑦(𝑖) log (ℎ𝜃(𝑥(𝑖))) + (1 − 𝑦(𝑖)) log (1 − ℎ𝜃(𝑥(𝑖))))

𝑛

𝑖=1

+ 𝜆||𝜃||
2
 (12) 

 

This is different from the SVM objective function in the sense that the loss function is the cross-entropy loss, also 

known as the log loss, instead of the hinge loss. These smooth functions make it easy to calculate the gradient and 

minimize loss. There are two techniques to implement this algorithm. The first is the more common one-vs-rest 

approach where separate binary classifiers are trained for all classes. The other is the true multinomial logistic 

regression approach that provides better calibrated probability estimates (Caruana & Niculescu-Mizil, 2006). We have 

implemented the latter for this research using the stochastic average gradient descent solver for faster convergence. 

2.2.6. Stochastic Gradient Descent (SGD) 

 

Stochastic gradient descent (SGD) is a simple yet very effective approach to fit linear models, which is particularly 

useful when the number of samples or the dimensionality of the problem is very large (Bottou, 2010). Similar to neural 

networks, SGD is also sensitive to feature scaling and requires tuning of hyperparameters. We implemented a multi-

class SGD classifier through a combination of multiple binary classifiers in a one-vs-rest approach. For each of the 𝑁 

classes, a binary classifier is learned that discriminates between that class and all other 𝑁 − 1 classes. At testing time, 

we compute the confidence score (i.e. the signed distances to the hyperplane) for each classifier and choose the class 

with the highest confidence. Since we have already used a variant of SGD in our LR implementation and we are using 

a non-linear kernel in our SVM implementation, we selected the linear SVM as the objective function for 

implementing this algorithm. 

2.2.7. Ordinal logit classification (OLC) 

 

While the six classification algorithms described above will be compared with the MNL model, we need a separate 

approach for comparison with the OL model. To that effect, we use a modified rank classification algorithm that can 

be described through the following steps. 

 

a) Create (𝐾 − 1) binary labels indicating association with cumulative classes such that label 𝑌1 indicates 

that the sample belongs to class 1, label 𝑌12 indicates that the sample belongs to either class 1 or class 2, 

and so on. 
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b) Select the algorithm that performed the best in the comparison with MNL, and use it to train (𝐾 − 1) 

binary classifiers for the (𝐾 − 1) labels indicated above. 

c) Use the trained classifiers to predict probabilities for each sample. Note that these probabilities are 

cumulative probabilities of belonging to one or more classes. 

d) Individual class probabilities can be calculated from these cumulative probabilities such that the 𝑗th binary 

classifier trained on label 𝑌12…𝑗 predicts the probability of the sample belonging to a class up to the 𝑗th 

category, i.e. 𝑃𝑟(𝑌𝑖  ∈  {1,2, … , 𝑗}). The individual class probabilities can be expressed as follows. 

a. 𝑃𝑖(1) = 𝑃𝑟 (𝑌𝑖  ∈ {1}) 

b. 𝑃𝑖(𝑗) = 𝑃𝑟(𝑌𝑖  ∈  {1,2, … , 𝑗}) − 𝑃𝑟(𝑌𝑖  ∈  {1,2, … , 𝑗 − 1}) = 𝑃𝑟(𝑌𝑖  ∈  {1,2, … , 𝑗}) − 𝑃𝑖(𝑗 − 1) 

c. 𝑃𝑖(𝐾) = 1 − 𝑃𝑟(𝑌𝑖  ∈ {1, … , 𝐾 − 1}) = 1 − 𝑃𝑖(𝐾 − 1) 

e) The sample is attributed to the class having the highest probability for that sample. 

2.2.8. Need for cross-validation 

 

From the previous sub-sections, we can see that the SVC, LR and SGD algorithms involve a regularization 

parameter. Therefore, additional analysis is required to obtain the optimal value of the hyperparameter 𝜆 (which 

influences regularization) since it depends both on the training dataset and the learning algorithm. Therefore, 10-fold 

cross-validation was used to randomly create train and validation data sets from the overall training dataset (with 

replacement and shuffling) and specify a grid of values for 𝜆. After extensive testing with different grid sizes, we 

decided to use 𝜆 ∈ [0.01,10] with a step size of 0.01. Now, for each value of 𝜆 within this specified grid and each 

train dataset (90% of training samples), the learning algorithm was used to obtain a score/accuracy for the validation 

dataset (10% of training samples). Consequently, we obtained two 1000 x 10 matrices containing train scores and 

validation scores for each of these runs. By averaging out the score over the 10 cross-validation runs, a 1000 x 1 

column vector of average scores was obtained. Since the validation score needs to be maximized, 𝜆 is said to be 

optimal for the highest score in the column vector of validation scores. Thus, we obtained an optimal hyperparameter 

𝜆∗ for the training data set with which we used the learning algorithm on the entire training dataset to obtain optimal 

weights 𝜃∗. Finally, we employed the optimal 𝜆∗ and 𝜃∗ to provide predictions for the test dataset. 

3. Data 

This research uses data gathered through a paper-based survey called the Household Information & Travel Survey 

(HITS) conducted in Singapore in 2012. The HITS survey is carried out once every four years and is used to collect 

data about households, individuals and their travel patterns for one observed working day. The survey contains three 

sections – household particulars, individual particulars and trip particulars. Socio-demographic characteristics about 

9,584 households and 35,714 individuals were recorded in the first two sections. The final section contains data about 

each stage of a trip that each individual undertook with trip details such as point of origin/destination, travel time, 

mode, purpose, etc. This research focuses only on socio-demographic characteristics; the key variables of interest are 

summarized in Table 1. 

 

Additionally, it is pertinent to mention that there are 116,624 residential postcodes in Singapore, so the residential 

location of each household is specified at the building level. Distance to transit is often considered an important 

determinant of long-term household decisions. It has been found that households living in proximity to transit stations 

are less likely to own a car (Kim and Kim, 2004). In light of this, we used locations of mass rail transit (MRT) stations 

in Singapore and postcode locations of each household to create a measure for distance to transit which captures the 

proximity of a household to the nearest MRT station (in meters). 

 

We also noticed that the HITS survey sample underestimated taxi ownership in Singapore by a significant amount. 

This is a particularly critical flaw in the sampling technique because households with a taxi are unlikely to be owning 

an additional private car. After using sampling weights, the total taxi count in the weighted HITS population is around 
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18,500, while the actual taxi count in Singapore in 2012 was close to 25,500. Therefore, households that would be 

most likely to own a taxi based on employment, occupation and industry of individuals’ jobs were identified. We then 

used an imputation method to randomly assign taxis to a subset of these selected households through a weighted 

iterative proportional fitting procedure such that the total taxi count reached close to 25,500. 

 

The primary challenge of creating meaningful features is that most of the variables in the survey are at the individual 

level while the target variable for this project (vehicle ownership) is a household level variable. Therefore, the original 

variables shown in Table 1 had to be recoded and aggregated at the household level. The methodology for the feature 

engineering exercise is shown in Table 2. It should be noted that the individual level features were constructed such 

that they can be aggregated to the household level by taking a sum over all members of each household. Household 

income was scale-adjusted by dividing the sum of all individual incomes by 10,000. 

 

Finally, 22 explanatory features (21 socio-demographic features and taxi ownership) were obtained for 9,584 

households with one additional ordered multi-class feature denoting vehicle ownership. This data set was separated 

into training and test data sets based on an 80-20 split. The training data set has 7,667 samples, while the test data set 

has 1,917 samples. 

Table 1. Description of HITS survey questionnaire. 

Section Variable Original Encoding Examples 

Household 

(HH) 

Dwelling Type 14 categories HDB 1-room, private flat, etc. 

Ethnicity 4 categories Chinese, Malay, Indian, Others 

Household Size Continuous 1, 2, etc. 

Available Vehicles 9 categories Normal car, Taxi, LGV, etc. 

Vehicle Properties 5 categories Individual registered, rental, etc. 

Sampling Weight Continuous 50, 100, etc. (Can be fractional) 

Individual 

(IND) 

Age 17 categories 6-9 years old, 10-14 years old, etc. 

Resident Status 3 categories Singapore citizen, Permanent Resident, Others 

Gender 2 categories Male, Female 

Driving License 4 categories Car, Motorcycle, Van/Lorry/Bus, None 

Employment Status 11 categories Employed Full Time, Full Time Student, etc. 

Occupation 11 categories Professional, service and sales worker, etc. 

Industry 12 categories Manufacturing, construction, etc. 

Monthly Income 13 categories No income, $1-$1000, $1001-$1499, Refused, etc. 

4. Results & Discussion 

First, we describe the results obtained from the econometric approaches in order to better understand the underlying 

effects driving vehicle ownership in Singapore. Second, we provide insights into the cross-validation approach by 

presenting results leading to selection of the optimal hyperparameters for the machine learning models. Finally, we 

compare the performance of all models and comment on the results. 

4.1. MNL model estimation results 

Since having no vehicle (CAT_0) had the largest share in the dataset, we considered that to be the base or reference 

alternative which implies that the utility for CAT_0 is always specified to be zero for all households. It should also be 

noted that we used a weighted log-likelihood approach to estimate the MNL model since sample weights were 

specified for each household in the HITS sample. The estimation results from the MNL model are presented in Table 

3. All the intercepts are seen to be negative, indicating that not owning any vehicle is the most preferred alternative. 

This might be due to Singapore’s excellent public transport system, and strict regulatory practices and high taxes 

related to car purchases and driving licenses. We see that vehicle ownership, especially both car and motorcycle, is 

strongly influenced by the number of children in the household. 



10 Basu & Ferreira / Transportation Research Procedia 00 (2018) 000–000 

Table 2. Feature engineering of independent variables. 

Level Variable Original Encoding Feature Engineering 

Household (HH) 

Dwelling Type 14 categories 

One-hot encoding to obtain 3 binary features 

• HDB_1: HDB with 1 room 

• HDB_2P: HDB with 2 or more rooms 

• PRIVATE: Privately owned 

Ethnicity 4 categories 

One-hot encoding to obtain 3 binary features 

• MALAY: Malaysian 

• INDIAN: Indian 

• OTHER: Others 

Household Size Continuous Dropped from consideration; handled through individual data 

Available Vehicles 9 categories Combined to create 1 multi-class feature for private vehicle 

ownership 

• CAT_0: No vehicle 

• CAT_1: 1+ motorcycle only 

• CAT_2: 1 off-peak car w/wo motorcycle 

• CAT_3: 1 normal car only 

• CAT_4: 1 normal car and 1+ motorcycle 

• CAT_5: 2+ normal cars w/wo motorcycle 

 

1 binary feature created for taxi ownership 

• TAXI_BIN: One or more taxi(s) 

Vehicle Properties 5 categories 

Sampling Weight Continuous Kept as is 

Distance to nearest 

MRT station 
- 

One-hot encoding to obtain 2 binary features 

• DIST_MRT_500: Distance < 500 m 

• DIST_MRT_1000: Distance >= 500 m AND < 1000 m 

Individual (IND) 

Age 17 categories 

One-hot encoding to obtain 2 binary features 

• CHILD: Age < 15 years 

• SENIOR: Age > 60 years 

Resident Status 3 categories 

1 binary feature to capture permanent residentship 

• RESIDENT: Individual is a Singapore citizen (SC) or a 

permanent resident (PR) 

Gender 2 categories 
1 binary feature for male gender 

• MALE: Individual is male 

Driving License 4 categories 

One-hot encoding to obtain 3 binary features 

• CAR_LIC: Has a car license 

• MOTOR_LIC: Has a motorcycle license 

• NO_LIC: Does not have a license 

Employment Status 11 categories 

One-hot encoding to obtain 3 binary features 

• WORKER: Employed full-time/ part-time/ self-

employed 

• RETIRED: Retired 

• YOUNGPRO: Young professional (Worker and Age ∈ 

[25,34])  

Occupation 11 categories 

1 binary feature for white collar jobs 

• WHITECOLLAR: Professional/ Associate professional 

& technician/ Legislator, senior official & manager 

Industry 12 categories 
1 binary feature for blue collar jobs 

• BLUECOLLAR: Manufacturing/ Construction 

Monthly Income 13 categories 

A log-normal distribution was created for income and each 

individual’s income was randomly sampled from this distribution 

from an interval based on the category mentioned in HITS. 

Missing/refused incomes were imputed based on other individual 

characteristics. 
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Table 3. Estimation results from the multinomial logit (MNL) model on the training dataset 1, 2, 3. 

Independent variable CAT_1 CAT_2 CAT_3 CAT_4 CAT_5 

Intercept 
-4.696*** -5.792*** -1.996*** -8.606*** -7.012*** 

(-14.82) (-15.28) (-14.87) (-15.15) (-22.05) 

No. of children in HH 
0.114 0.586*** 0.304*** 0.609*** 0.457*** 

(1.30) (6.12) (7.45) (4.37) (5.48) 

No. of seniors in HH 
0.044 0.147 -0.026 0.409** 0.295** 

(0.33) (0.61) (-0.47) (2.14) (2.56) 

No. of citizens and permanent residents in HH 
0.495*** 0.460*** 0.395*** 0.936*** 0.385*** 

(3.83) (2.59) (6.60) (3.54) (2.88) 

No. of males in HH 
-0.129 -0.264*** -0.256*** -0.237 -0.235*** 

(-1.20) (-2.14) (-5.06) (-1.35) (-2.37) 

No. of HH members with car licenses 
-0.613*** 0.993*** 1.259*** 1.047*** 2.184*** 

(-4.42) (5.03) (16.22) (4.24) (13.82) 

No. of HH members with motorcycle licenses 
3.602*** 1.340*** -0.152 2.693*** 0.380 

(22.40) (7.14) (-1.23) (13.10) (1.58) 

No. of HH members with no licenses 
-0.430*** -0.462*** -0.233*** -0.776*** -0.072 

(-3.33) (-2.66) (-3.65) (-3.23) (-0.49) 

No. of workers in HH 
-0.037 0.141 -0.272*** 0.109 -0.510*** 

(-0.29) (1.08) (-4.58) (0.57) (-4.03) 

No. of retirees in HH 
0.041 -0.171 -0.003 -0.015 -0.507*** 

(0.26) (-0.51) (-0.02) (-0.03) (-2.95) 

No. of young professionals in HH 
-0.078 0.034 -0.158*** -0.097 -0.054 

(-0.66) (0.20) (-2.73) (-0.56) (-0.34) 

No. of white-collar employees in HH 
-0.051 0.170 0.165*** -0.001 0.392*** 

(-0.46) (1.26) (3.07) (-0.02) (3.62) 

No. of blue-collar employees in HH 
0.285** 0.139 0.087 0.044 0.265* 

(2.00) (0.69) (1.20) (0.17) (1.84) 

HDB with one room 
0.442 

- 
-2.339*** 

- - 
(0.97) (4.00) 

HDB with two or more rooms 
0.224 -0.358* -0.691*** -0.718** -1.462*** 

(1.19) (-1.99) (-9.02) (-2.54) (-6.04) 

Privately owned house 
0.342 -0.063 0.578*** 0.752* 1.904*** 

(0.95) (-0.26) (5.09) (1.80) (9.81) 

HH of Malaysian ethnicity 
0.514*** 1.163*** -0.064 0.890*** -0.103 

(2.78) (5.39) (-0.51) (2.86) (-0.26) 

HH of Indian ethnicity 
0.309 0.263 -0.732*** -0.418 -1.762*** 

(1.49) (1.04) (-6.74) (-0.92) (-6.01) 

House within 500 meters of MRT station 
0.043 -0.083 -0.253*** 0.069 -0.611*** 

(0.22) (-0.38) (-2.92) (0.22) (-2.95) 

House within 500 to 1,000 meters of MRT station 
0.227 0.042 -0.183*** -0.407 -0.172 

(1.29) (0.19) (-2.33) (-1.34) (-1.00) 

HH income (divided by 10,000) 
0.977*** 0.631** 1.182*** 1.395*** 1.521*** 

(3.90) (2.00) (9.95) (4.24) (9.40) 

HH owns a taxi 
-0.004 -0.783** -1.454*** -1.205 -1.007 

(-0.09) (-2.07) (-5.89) (-1.29) (-1.73) 

1 Parameter is statistically significant at 90% (*), 95% (**), or 99% (***) confidence level. 
2 Coefficient estimates are presented outside parentheses, while t-statistics are shown using italics inside parentheses. 
3 CAT_0: No vehicle; CAT_1: 1+ motorcycle only; CAT_2: 1 off-peak car w/wo motorcycle; CAT_3: 1 normal car only; CAT_4: 1 normal car 

and 1+ motorcycle; CAT_5: 2+ normal cars w/wo motorcycle 
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Interestingly, households with more senior citizens have multiple vehicles but prefer not to own only a car. This 

may be because such households have higher total incomes, or have diverse mobility needs in the case of large, joint-

family households. Households with Singapore citizens or permanent residents prefer owning vehicles with the most 

preferred alternative being owning both a car and one or more motorcycles. An interesting observation is the effect of 

gender on vehicle ownership. Households with a higher number of males are less inclined to own any vehicle. 

Therefore, this might indicate that vehicle ownership in Singapore is strongly influenced by female members of the 

household. The effect of individuals owning licenses for cars or motorcycles is consistent with intuitive expectations, 

as seen from the signs of the coefficients. Households with a higher number of workers are strongly disinclined 

towards owning cars, which might again point towards Singapore’s public transit system being preferred for commute 

trips. Similarly, a retiree-dominated household would not prefer to own cars, especially not a bundle of multiple 

vehicles. 

 

Young professionals are strongly disinclined to own a car, but white-collar employees are more likely to own a car 

or multiple vehicles. This might be an attitudinal difference wherein younger people are more aware of sustainable 

transport trends and exhibit transit-friendly behavior. It may also be caused by an income effect since young 

professionals are not likely to be as wealthy as white-collar employees. On the other hand, blue-collar employees 

prefer to own motorcycles, thereby pointing to the class divide driven by income. Households living in government-

provided housing (colloquially known as HDBs) are much less likely to own cars and more likely to own motorcycles. 

Contrastingly, households living in privately owned housing prefer car-dependent alternatives. This is another 

indication of the strong income effect evident in Singapore. 

 

Households of Malaysian ethnicity are highly likely to own motorcycles and off-peak cars. This may be related to 

citizenship and the relative ease of obtaining vehicles and licenses. Interestingly, households of Indian ethnicity are 

strongly disinclined towards car-dependent alternatives. We also discover the effect of proximity to transit on vehicle 

ownership. Households located within 500 meters of an MRT station are less likely to own a car or have multiple 

vehicles compared to households located further away from the MRT. While the same can be said for households 

located between 500 to 1,000 meters of an MRT station, the magnitude of the proximity effect decreases. In line with 

our expectations, household income is a strong determinant of vehicle ownership wherein larger household incomes 

lead to multiple vehicle ownership. Taxi ownership has a negative effect on ownership of all other vehicles, with the 

strongest and most significant effect being on car ownership. 

4.2. OL model estimation results 

We present the estimation results of the OL model using the training dataset in Table 4. Recall from the OL model 

specification that the coefficients are actually log-odds and the odds can be represented by taking the exponents of the 

coefficients. There are two equivalent approaches of interpreting these results: (a) A negative log-odds value implies 

that the probability of the sample belonging to a higher class decreases with a unit increase in the independent variable, 

and vice-versa, and (b) A unit increase in the independent value will result in an increase in the probability of belonging 

to a higher class by a value equal to the odds. We will proceed with the latter interpretation, as it provides a direct 

magnitude of the change in probability. Note that odds being greater than one implies an increase in the probability 

which we term as positive influences on the mobility scale, while a decrease in the probability is associated with the 

odds being less than one which we term as negative influences on the mobility scale. 

 

Several negative influences are easily noticeable, one of which is the number of household members with no 

licenses. Since our choice set contains private vehicle alternatives which require licenses, this is in line with 

expectations. As indicated by the MNL model, we find that households with higher number of workers or retirees or 

young professionals are less likely to be higher up on the mobility scale. We also notice strong indications of the 

indirect effect of income on vehicle ownership through housing type, where households living in public housing 

(HDBs) are more likely to be lower on the mobility scale. It is worth noting that living in an HDB with only one room 

has the strongest negative influence as it is arguably the “poorest” housing type. Proximity to transit stations also 

causes a negative impact on privately owned mobility, with the effect being less impactful as distance increases. 
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Finally, our hypothesis of taxi ownership having a strong negative influence on private vehicle ownership is also 

confirmed. 

Table 4. Estimation results from the ordinal logit (OL) model on the training dataset 1, 2. 

Parameters Coefficient (Log-odds) t-stat Odds 

Thresholds (𝛽𝑘)    

     CAT_0 | CAT_1 1.622*** 169.12 - 

     CAT_1 | CAT_2 1.922*** 199.33 - 

     CAT_2 | CAT_3 2.063*** 213.39 - 

     CAT_3 | CAT_4 5.812*** 470.34 - 

     CAT_4 | CAT_5 6.090*** 481.73 - 

Independent variables (𝛽)    

     No. of children in HH 0.273*** 95.86 1.314 

     No. of seniors in HH 0.075*** 16.73 1.078 

     No. of citizens and permanent residents in HH 0.405*** 121.57 1.500 

     No. of males in HH -0.160*** -44.86 0.852 

     No. of HH members with car licenses 0.999*** 211.47 2.716 

     No. of HH members with motorcycle licenses 0.399*** 66.29 1.491 

     No. of HH members with no licenses -0.268*** -69.80 0.765 

     No. of workers in HH -0.177*** -42.83 0.837 

     No. of retirees in HH -0.127*** -19.31 0.881 

     No. of young professionals in HH -0.122*** -31.27 0.885 

     No. of white collar employees in HH 0.163*** 44.35 1.177 

     No. of blue collar employees in HH 0.095*** 19.36 1.099 

     HDB with one room -1.466*** -48.31 0.231 

     HDB with two or more rooms -0.637*** -107.97 0.529 

     Privately owned house 0.856*** 117.84 2.354 

     HH of Malaysian ethnicity -0.040*** -4.64 0.961 

     HH of Indian ethnicity -0.637*** -84.11 0.529 

     House within 500 meters of MRT station -0.218*** -34.67 0.804 

     House within 500 to 1,000 meters of MRT station -0.105*** -18.56 0.900 

     HH income (divided by 10,000) 0.806*** 129.92 2.239 

     HH owns a taxi -1.211*** -66.03 0.298 

1 Parameter is statistically significant at 90% (*), 95% (**), or 99% (***) confidence level. 
2 CAT_0: No vehicle; CAT_1: 1+ motorcycle only; CAT_2: 1 off-peak car w/wo motorcycle; CAT_3: 1 normal car only; CAT_4: 1 normal car 

and 1+ motorcycle; CAT_5: 2+ normal cars w/wo motorcycle 

 

We notice positive influences on private vehicle ownership caused by the number of children, the number of 

seniors, and the number of Singapore citizens (SCs) and permanent residents (PRs) in the household. Having more 

children requires more travel over a larger spread of destinations, which inherently requires increased mobility options 

for better accessibility. Seniors are more likely to have higher wealth (note the difference between wealth and income 

in this context) as well as diverse mobility needs, leading to a larger probability of being higher on the mobility scale. 

The intensively regulated atmosphere of Singapore makes it difficult for individuals who are not SCs or PRs to 

purchase a vehicle. In alignment with our previous discussion regarding licenses, we see that households with 

individuals having car and/or motorcycle licenses are more likely to be higher up on the mobility scale, which is an 

induced effect of our construction of the ordinal mobility scale. Regular workers, such as those employed in white-

collar and blue-collar jobs, are more likely to own private vehicles. Finally, we notice very strong income effects on 

privately-owned mobility, both through the direct effect of household income and the indirect effect of privately-

owned housing. 

 



14 Basu & Ferreira / Transportation Research Procedia 00 (2018) 000–000 

In summary, we see that our results from the MNL and OL models agree with each other, and the OL model results 

help quantify the jump in probabilities caused by an incremental change in the covariate over the ordinal mobility 

scale. We do not provide any discussion here regarding the threshold values as they require further elaboration on the 

latent variable formulation of the OL model. For brevity, they can be interpreted as the threshold values of utilities 

associated with each alternative. One important observation here is the utility associated with owning a private car 

(CAT_3) is almost three times that of the utility associated with the next lower alternative. 

4.3. Cross-validation results 

Figure 1 shows the average prediction accuracies (averaged by 10-fold cross-validation) for the LR and SGD 

models using these two learning algorithms as a function of the regularization parameter 𝜆 that can take values across 

the specified grid of [0.01,10]. 90% of the overall training dataset (denoted as TRAIN) was used as the training dataset 

and the remaining 10% of TRAIN was used as the test dataset in each of these 10 cross-validation iterations. The 

selection of these datasets was conducted randomly with replacement. We see that SGD converges slower than LR 

due to its inherent nature of selecting a sample at random for computing the gradient. LR, on the other hand, exhibits 

much more stable behavior. As mentioned earlier, the idea is to look at the test error and select the parameter that 

results in the lowest test error. Accordingly, we selected 𝜆∗ = 2 for LR and 𝜆∗ = 4 for SGD. It is also pertinent to 

mention that cross-validation time for SGD was 57 minutes as compared to 32 minutes for LR. 
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Figure 1. Cross-validation results for (a) Logistic Regression, and (b) Stochastic Gradient Descent. 

4.4. Model comparison results 

While comparing the performance of different modeling approaches, it is necessary to consider a baseline model. 

We used the zero-information, also known as the zero-R, method to construct the baseline. This method assumes a 

prediction of the class with the maximum frequency (CAT_0 in this application) to all data samples. Table 5 provides 

a comparison of model performance metrics between the baseline, the two econometric models and the seven machine 

learning models. Note that all performance metrics are calculated using sampling weights and the test dataset, except 

for the average training accuracy measure which used the weighted training dataset. 

  

While accuracy is a good overall measure, it can be critiqued because it assumes equal costs for both types of errors 

(false positives and false negatives). Therefore, we should consider other measures such as precision, recall and F-

measure. Recall is defined as the ratio of the total number of correctly classified positive examples and the total 

number of positive examples. High recall indicates the class is correctly recognized (small number of false negatives). 



 Basu & Ferreira / Transportation Research Procedia 00 (2018) 000–000  15 

 

 
𝑅𝑒𝑐𝑎𝑙𝑙 =

#(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

#(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒) + #(𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
 (13) 

 

Precision is the ratio of the total number of correctly classified positive examples and the total number of predicted 

positive examples. High precision indicates an example labeled as positive is indeed positive (small number of false 

positives). 

 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

#(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

#(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒) + #(𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
 (14) 

 

Since we now have two separate measures (precision and recall), it helps to have a measurement that represents 

both of them. We calculate an F-measure which uses harmonic mean in place of arithmetic mean as the harmonic 

mean punishes the extreme values more than the arithmetic mean. 

 

 
𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =

2 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (15) 

 

In addition to these measures, we also include a measure relevant to econometric models known as McFadden’s 

pseudo R-squared. It compares a model with predictors (𝑀𝐹𝑢𝑙𝑙) to a model without predictors (𝑀𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡), i.e. using 

only the intercepts as explanatory variables) and uses the log-likelihood values of these two models. The ratio of the 

likelihoods suggests the level of improvement over the intercept model offered by the full model. Thus, a small ratio 

of log-likelihoods indicates that the full model is a far better fit than the intercept model. If comparing two models on 

the same data, McFadden’s pseudo R-squared would be higher for the model with the greater likelihood. 

 

 
𝜌2 = 1 −

ln 𝐿̂(𝑀𝐹𝑢𝑙𝑙)

ln 𝐿̂(𝑀𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡)
 (16) 

 

We can see that all the models tested in this application perform significantly better than the baseline in terms of 

prediction accuracy and robustness. MNL performs reasonably well and McFadden’s R-squared indicates a good 

model fit (according to literature). Although having a slightly worse model fit, OL has a significantly improved 

accuracy score for both the train and test datasets. However, all the machine learning models outperform MNL with 

regard to all the performance metrics. 

Table 5. Comparison of model performance metrics. 

Metric Baseline 
Econometric Models Machine Learning Models 

MNL OL DT RF NN SVM LR SGD OLC_NN 

Average train accuracy (%) 54.26 64.92 70.54 99.67 98.35 76.21 86.91 70.64 70.65 82.48 

Average test accuracy (%) 55.47 63.34 70.03 64.37 70.74 73.12 66.89 71.94 72.28 70.78 

Execution time (sec) - 27.32 0.80 0.38 0.53 3.49 8.15 0.27 0.50 24.56 

Average precision 0.31 0.64 0.66 0.64 0.68 0.70 0.69 0.68 0.70 0.69 

Average recall 0.55 0.63 0.71 0.64 0.71 0.73 0.67 0.72 0.72 0.71 

Average F-measure 0.40 0.64 0.69 0.64 0.69 0.71 0.68 0.69 0.69 0.69 

McFadden’s R-squared - 0.36 0.28 - - - - - - - 

 

DT has close to 100% accuracy on the training dataset because an over-complex model was created leading to 

overfitting and comparatively lower test accuracy. RF, being an extension of DT, has marginally lower training 

accuracy but performs significantly better on the test dataset, indicating much better generalizability. SVM, using non-

linear kernels, performs quite well on the training dataset but fails to generalize as well. The performance of LR and 
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SGD are better than SVM but almost similar to each other. We notice that the best machine learning model, in terms 

of test accuracy, precision, recall and F-measure, is NN. Despite not having the highest training accuracy, it was the 

most robust and generalized best to the test dataset. Therefore, we used NNs in our OLC implementation, which we 

denote henceforth as OLC_NN. This model performs quite well on the training dataset, and marginally better than OL 

on the test dataset. 

 

Table 6 shows the weighted aggregate shares of each class of the target variable using these models on the test 

dataset. We see that both MNL and DT are successful in creating a distribution close to the true distribution. While 

SVM performs decently, we notice that RF, NN, LR and SGD exhibit complications predicting classes with low 

sample sizes. Since the algorithms are trying to minimize overall prediction error as opposed to prediction error for 

each class, these machine learning models are treating low sample classes as outliers or noise and misclassifying them 

as high sample classes. This scenario is known as an imbalanced classification problem, and requires further 

investigation. While OL produces a biased prediction wherein it could not correctly predict even a single sample in 

the low-sample classes, OLC_NN is much better at maintaining a reasonable distribution. While it could not predict 

any sample in CAT_4, it should be noted that CAT_4 has an extremely low sample size (0.89%) which is perhaps too 

low for training a predictive model. 

 

We use two types of errors as performance metrics to compare the predicted market shares with the actual market 

shares. The first is the mean absolute error (MAE), which measures the average magnitude of the errors in a set of 

predictions without considering their direction. 

 

 
𝑀𝐴𝐸 =

∑ |𝑦𝑗 − 𝑦𝑗̂|𝐽
𝑗=1

𝐽
 (17) 

 

The second type of error is the root mean squared error (RMSE), which is the square root of the average of squared 

differences between the predictions and actual observations. Note that the RMSE is particularly useful when large 

errors are particularly undesirable (such as skewed predicted market shares in our application) because large errors 

are given a relatively higher weight. 

 

 

𝑅𝑀𝑆𝐸 = √
∑ (𝑦𝑗 − 𝑦𝑗̂)

2𝐽
𝑗=1

𝐽
 (18) 

Table 6. Comparison of actual and predicted weighted aggregate shares (in %) of target variable classes in the test dataset 1. 

Class Actual Baseline 
Econometric Models Machine Learning Models 

MNL OL DT RF NN SVM LR SGD OLC_NN 

CAT_0 55.47 100.00 53.68 60.45 57.07 62.85 61.38 48.78 58.31 62.50 60.80 

CAT_1 4.45 - 3.96 - 3.72 3.44 4.64 5.90 1.28 1.72 3.08 

CAT_2 2.20 - 2.39 - 1.96 0.42 - 1.84 - - 1.04 

CAT_3 32.64 - 34.34 37.48 31.96 31.65 32.61 36.20 38.32 35.37 31.17 

CAT_4 0.89 - 1.09 - 0.94 0.33 0.38 0.81 - 0.10 - 

CAT_5 4.33 - 4.53 2.07 4.35 1.31 0.99 6.46 2.09 0.30 3.91 

Performance Metrics 

MAE - 14.84 0.76 3.27 0.55 2.46 2.03 2.38 2.84 3.25 1.77 

RMSE - 22.70 1.04 3.62 0.78 3.39 2.92 3.27 3.19 3.79 2.41 

1 CAT_0: No vehicle; CAT_1: 1+ motorcycle only; CAT_2: 1 off-peak car w/wo motorcycle; CAT_3: 1 normal car only; CAT_4: 1 normal car 

and 1+ motorcycle; CAT_5: 2+ normal cars w/wo motorcycle 

 

We now examine the confusion matrices for MNL, NN and OLC_NN to better understand the imbalanced 

classification phenomenon. The actual classes are placed on the x-axis, while the predicted classes are placed on the 
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y-axis such that each cell is the proportion of samples belonging to the actual class classified as the predicted class 

and each column sum equals to one. Indeed, classes with large samples (CAT_0 and CAT_3) are being predicted quite 

frequently even when the actual classes are different. On the other hand, low-sample classes (CAT_2 and CAT_4, in 

particular) fail to maintain even a good self-prediction, as seen from the major diagonal values for those classes in 

Figure 2. This shows that our hypothesis of the imbalanced classification problem is true. While there are techniques 

to address this problem, they are beyond the scope of this research and we provide comments about them in the 

following section. Our examination of the three confusion matrices leads to the conclusion that OLC_NN performs 

the best in terms of individual class prediction accuracy, followed by NN and MNL respectively. Considering all 

performance metrics from Table 5, Table 6, and Figure 2, it is clear that OLC_NN is the best modeling approach 

among all the nine models tested in this application. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) MNL 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) NN 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(c) OLC_NN 

 

Figure 2. Confusion matrices for the (a) Multinomial logit, (b) Neural network, and (c) Ordinal logit classification with neural network model 

predictions on the test data set. 
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5. Conclusion & Future Work 

The growing usage of vehicles by households and the increasing diversity of vehicle options (due to disruptive 

technologies and services) have serious policy implications for traffic congestion and air pollution. Consequently, it 

is important to accurately predict the vehicle holdings of households as well as the vehicle miles of travel by vehicle 

type to project future traffic congestion and mobile source emission levels. Therefore, we attempted to compare 

supervised learning algorithms with traditional econometric approaches in order to find a model that performs the best 

in predicting household vehicle ownership. Using a socio-demographic dataset from Singapore, 22 feature vectors 

were constructed using appropriate transformations and imputing missing data to predict a 6-class categorical ordinal 

variable. The neural network model was found to be the most robust and performed the best while generalizing to the 

test dataset. However, the dataset had some dominant high-sample classes that resulted in an imbalanced classification 

problem wherein the low-sample classes had high prediction errors due to those instances being treated as outliers. 

The ordinal logit classification using neural network binary classifiers was able to address this issue, albeit to a limited 

extent, while maintaining an almost similar predictive accuracy score. Techniques to appropriately handle such 

problems (such as oversampling low sample classes, undersampling high sample classes, combining oversampling 

and undersampling, or using algorithms to create synthetic samples based on clustering) should be explored in order 

to better improve prediction accuracy and generalizability. 

 

The econometric models provided interesting insights into the household vehicle ownership decision-making 

process. Singapore’s excellent public transport system, and strict regulatory practices regarding purchasing a car and 

obtaining a driving license influenced not owning any vehicle to be the most preferred alternative. A gender effect was 

also revealed, wherein households with a higher number of males are less inclined to own any vehicle. Households 

with a higher number of workers are strongly disinclined towards owning cars. A strong indirect income effect through 

housing type (government-provided or private-owned) and job sector (white-collar or blue-collar) was also evident 

through ownership of motorcycles for low-income households and cars for high-income households. Additionally, the 

direct income effect was statistically significant and strongly positive in magnitude. An attitudinal aspect was noticed 

in households with young professionals, wherein they are strongly disinclined to own a car. Proximity to transit and 

taxi ownership were found to be significant factors in influencing vehicle ownership negatively. 

 

We hypothesize that taxi ownership and vehicle ownership in Singapore are intricately linked and there is a 

conditional dependence between the two variables. A natural extension would be to try the nested logit model as an 

additional econometric approach. Since the HITS survey does not provide data that can differentiate between the two 

nests, using only socio-demographic data would not be enough for estimating such a model. This is another area where 

machine learning can come in handy, wherein we can employ multi-label classification algorithms since each instance 

has two labels (one for taxi ownership and one for vehicle ownership). This research paves the way for an integrated 

framework that incorporates both the econometric and supervised learning approaches in order to better predict the 

influence of disruptive changes. 
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