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Abstract 

In the context of Driver Assistance systems, estimating the state of the driver (e.g. distracted, fatigue) is crucial for safe driving. 

In this paper, state-of-the-art techniques with the subject on Face & Eye-tracking to develop a hybrid model for the real-time 

driving conditions in both day and night time driving is explored. This paper surveys the advantages and disadvantages of the 

existing eye and face tracking mechanisms and their integration with the driving performance measures (drivability). A 

theoretical analysis of Eye-Tracking patterns under a controlled environment is presented and it could provide a reliable solution 

for safe driving especially at night-time driving. 
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1. Introduction 

Over the last 10 years, driver assistance systems in the vehicular environment have evolved considerably, 

starting from an auto air-bag release in case of accident to automatic gear change while driving. At the same time, 

there have been several approaches made to develop systems for monitoring the on-board alertness level in drivers 

and his/her driving pattern. Advanced Driver Assistance Systems (ADAS) is a promising technology in which 

additional electronic devices in motor vehicles are used for supporting the driver in certain driving situations. This 

focuses on safety aspects and on enhancing driving comfort. Current cars are well equipped with ADAS features 

such as Attention Assist, Electronic Traction System (ETS), Curve Dynamic Assist, Crosswind Assist, Lane 

Keeping Assist, Active Blind Spot Assist, Brake Assistance System (BAS), and Active Parking Assist etc. In the 

context of ADAS, the work in [1] reports a system Driver Assisting System (DAISY) as a monitoring and warning 
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aid for the driver in longitudinal and lateral control on German motorways. The warnings are generated based on the 

knowledge of the behavioural state and condition of the driver. However, this is a model-based approach and with 

no proper onboard testing and validation leaves a gap for further research. CMU has developed a video-based 

drowsy driver monitor system [2], which estimates PERCLOS. However, the system addressed can‟t suffice against 

illumination variation and with head rotation. The co-pilot system uses bright pupil dark pupil method for the 

detection of eyes, which requires active illumination method. Significantly, using a dashboard-mounted head-and-

eye tracking system [3] developed a Driver Assistance System (DAS), in which the Distillation algorithm is used to 

monitor the driver‟s performance. In the paper [4], a drowsy driving detection algorithm is developed using the 

datasets from a driving simulator. The algorithm relies on steering angle signal only which is used an artificial 

neural network as a classifier to detect drowsiness. It achieved a high accuracy on classifying the drivers state 

whether drowsy or awake. Notably, [5] analysed the drowsy drivers steering wheel behaviour and proposed feature 

sets to capture drowsy steering patterns, and compared five machine learning methods (linear kernel Support Vector 

Machine (SVM), radial kernel SVM, k-nearest neighbour, decision tree and logistic regression) which reported a 

recognition rate of 86.1 percentage based on a simulator database. Along with these types of research, there is much 

other existing research on developing a drowsy driving detection system based on driving pattern, but most of them 

are conducted using databases acquired from a driving simulator. This makes it quite difficult to implement in a 

real-time practical environment. Although promising work has been carried out on onboard Driver Assistance 

Systems, still there are gaps to be filled and need to develop a reliable eye tracking mechanism and integrate with 

face/head tracking. The integration of remote eye tracking and face movement analysis allows a completely non-

intrusive research setup for capturing both emotional arousal and valence. The block diagram of the integration 

mechanism of head pose and eye gaze estimation is shown in Fig.1. This paper is organized as follows. We 

instigated the driver state concept in section 2. Next, related work in the field of eye-tracking and head pose 

estimation is explained in section 3, followed by the state-of-the-art techniques using CNN and DCNN in section 4. 

In section 5, our proposal on eye patterns and the possible integration with head pose estimates is explained. 

 

 
Fig.1. Block diagram - Integration of Face & Eye tracking 

2. State of the driver 

Extensive work has actively been carried out for decades, with the aim of determining the driver‟s state. Here, we 

classify it into two categories: Distraction and Fatigue.  

2.1. Distraction 

The causes of driver distraction are various and create huge risk factors and close to half of the on-road 

crashes involves inattention caused by driver distraction [6]. A general definition for the driver distraction has been 

introduced in [9] as “Driver attention is a diversion of attention away from activities critical for safe driving toward 

a competing activity”. From the driver‟s functionality point of view, the National Highway Traffic Safety 

Administration (NHTSA) classified distractions into four categories [6] as detailed in Table 1. 
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Table.1. Types of Distraction 

 
No. Types of distraction Example 

1 Visual 

 

Eyes off the road 

2 Cognitive Daydreaming or lost in thought 

 

3 Auditory Attending the ringing phone call 

4 Bio-mechanical  Manual adjustment of in-vehicle components (dashboard) 

 

In the report [10], Safety Vehicle Using Adaptive Interface Technology (SAVE-IT) program mentioned that the 

glance duration of eyes-off the road, head-off the road, deviation of lane position are significant measures for visual 

distraction. It is observed in [7] that the driving performance differs considerably with cognitive distraction from 

visual distraction; Cognitive distraction affects longitudinal vehicle control like car following, whereas Visual 

distraction affects lateral vehicle control. It is found that [8] cognitive distraction results in under compensation, 

whereas neglect steering and overcompensation is from visual distraction. A real-time vision-based system [11] is 

proposed to track the driver‟s facial features to precisely detect Eyes-Off-the-Road (EOR). A comprehensive 

experimental analysis is carried out under a variety of lighting conditions and facial expressions and achieved an 

accuracy of 90% EOR for all the experimented scenarios. It was reported [12] that there was a decrease of 

temperature at the driver‟s tip of the nose while performing a cognitive distraction task like thinking about 

something during driving.  

2.2. Fatigue 

The case of fatigue varies from the concept of distraction. By the definition in [13], fatigue refers to a 

combination of the instinctive feeling of drowsiness and symptoms like impaired performance. Studies [14] show 

that 25% to 30% are fatigue based driving accidents. By the definition [15] given by European Transport Safety 

Council (ETSC) states that “fatigue concerns the inability or declination to continue an activity, generally because 

the activity has been going on for too long”. The effect of fatigue will change the driver behaviour pattern and in 

[16], several actions were found correlated with the fatigue; radical increase in eye-blinking, increase in the 

frequency of yawning, more relaxed hand position on the steering wheel etc. In this paper [17], a general 

observation was that the speed of the vehicle has not shown any promising correlation with drowsiness. In this 

report [18], depreciation in the steering reversal frequency was observed with the sleep-deprived drivers. For 

practical application, [19] developed a simple illumination compensation algorithm and a novel eyelid movement 

detection method for drowsiness detection systems using a single camera. The system achieved more than 98% of 

eye detection rate under various illumination conditions. The work in [20] analysed the relationships between 

drowsiness and lane departure events to figure out the effects of lane departure warning system (LDWS) on drowsy 

driving. According to this study, 85.3 per cent of the lane departure events that are caused by sleepiness could be 

prevented by LDWS. Further, [21]-[23] estimated driving fatigue based on analysis of steering wheel operation. 

Moreover [24], [25] and Mercedes-Benz‟s Attention Assist System adopted different vehicle-manipulation signals 

for better discrimination of drivers alertness state. 

3. Head & eye-tracking mechanisms  

Broadly speaking, gaze direction estimation approaches can be grouped in two types. One is using only the driver‟s 

head pose and other is to use head pose and gaze. In this section, the existing works on face and eye-tracking 

mechanisms are described; where most of the works are based on Machine Learning techniques. 
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3.1. Eye-tracking 

The geometric and motion characteristics of the eyes are unique which makes gaze estimation and tracking 

important for many applications such as human attention analysis, human emotional state analysis, interactive user 

interfaces and human factors. There are many different approaches to implementing eye detection and tracking 

systems [26]. Gaze estimation methods can be divided into model-based or appearance-based [27]. Model-based 

approaches use a geometric model of an eye and can be subdivided into corneal-reflection-based and shape based 

methods. Corneal reflection- based methods [28], [29] rely on external light sources to detect eye features. On the 

other hand, shape-based methods [30], [31] infer gaze direction from observed eye shapes, such as pupil center and 

iris edges. These approaches tend to suffer from low image quality and variable lighting conditions, as in our 

scenario. Appearance-based methods [32]-[34] directly use eyes as input and can potentially work on low-resolution 

images. Appearance-based methods are believed [35] to require larger amounts of user-specific training data as 

compared to model-based methods. Recently, several gaze estimation systems have been introduced, and decent 

advancements have been made by both industry and academic community [36]-[37]. However, still, there is a gap 

for further improvement in the robustness and accuracy of the systems. Developed a complete gaze estimation 

method [39] based on a weighted linear regression technique, which achieved a high estimation accuracy (less than 

1-degree visual angle error). In this, Supervised Decent Method (SDM) is used to localize and track the eyes. Some 

commercial products are coming to the market such as Smart Eye and Eye Alert Fatigue Warning System [40], [41]. 

A robust system is proposed for the recognition of facial expressions in different illuminating conditions [42]. An 

array of NIR camera and a Visible light camera is equipped for experimentation. It is observed that sorting rate 

using the NIR camera is better when compared with the results of visible light. The proposed NIR camera setup can 

be used for reliable recognition of facial expression in changing lighting conditions. A camera-based system [43] 

with fixed parameters is proposed to combine the computation of head pose and gaze detection from an image. No 

user calibration is required during the process. Both head pose and eye gaze detection are based on their Geometric 

models. Optical flow based Head Movement and Gesture Analyzer (OHMeGA) [44] presented and analysed on an 

available dataset, which is robust to large head movement, occlusions from eyewear, varying lighting conditions etc. 

The results observed in the paper [44] show a decent accuracy of 97.4% in a laboratory environment, but only 86% 

accuracy in an on-road experiment. In this article [46], drivers gaze estimation method is proposed using visible 

spectrum eye tracking provided with the failure of conventional gaze detection approach using IR spectrum. This 

eye-tracking method doesn‟t need calibration of the head movement, as it uses automated facial landmark detection 

for head pose calculation. Driver‟s Attentive distraction and Cognitive distraction are classified by evaluating 

Laplacian support vector machine (LSVM) & Semi-supervised extreme learning machine using eye and head 

movements in real driving conditions [47]. In considering driver visual attention, [48] proposed a regression model 

for eye gaze estimation based on head orientation. The system achieved high accuracy in horizontal direction, but 

low performance in vertical direction. 

3.2. Head tracking  

Head pose estimation can be linked with visual gaze estimation i.e., estimation of direction and focus of a 

person‟s eyes. Physiological investigation case studies have concluded that a person‟s gaze prediction comes from a 

combination of both head pose and eye gaze direction [49]. There are several literature surveys considered general 

human motion [50]-[51], face detection [52]-[53], face recognition [54] etc. The work in this paper [55] presents a 

state-of-art survey paper on eye-tracking and head pose estimation methods. Despite the amount of research carried 

in these fields, still, there is a gap for further improvement in the robustness and accuracy of the systems for other 

applications as well. In this paper [45], extensive experimental evaluations are carried out for head movement 

estimation using a unique and novel head pose dataset of naturalistic driving scenario on freeways. Tracking and 

analysing of the geometrical facial features is done for head pose estimation using a 3D model along with different 

camera configurations. There has been several head pose estimation approaches considering different functionalities 

[56] like Appearance template methods, Detector array methods, Nonlinear regression methods, Manifold 

embedding methods, Flexible methods, Geometric methods, and Tracking methods. In the Appearance template 

method, initially a set of Support Vector Machines (SVMs) is trained to localize the face, and eventually, the 

support vectors are used as templates to approximate the head pose [57]-[58]. In the Detector array methods, image 

evaluation is carried out with a detector trained on several images using a supervised learning algorithm. For pose 
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estimation [59], a classifier called router classifier is used to choose a single consequent detector. In the case of 

nonlinear regression methods, pose estimation is done by nonlinear mapping of image space to pose directions, and 

neural networks have been widely used for head pose estimation. If we consider nonlinear regression tools for head 

pose estimation, neural networks have been the most used in the literature. For example, Multi-Layer Perceptron 

(MLP), comprises many feed-forward cells in multiple layers [60]-[61]. An MLP can also be trained for precise 

head pose estimation over a continuous pose range. In this method, the network has a single output for each degree 

of freedom (DOF) and the process of output initiation is proportional to its respective orientation [62]-[63]. In the 

Manifold embedding methods, head pose estimation is carried out by considering allowable pose variations to define 

a rigid model of a head, and an embedded technique to provide a new sample into the manifold. Some of the 

Manifold embedding methods include; KLDA [64] for coarse head pose estimation, Isometric feature mapping [65] 

for nonlinear dimensionality reduction, Locally Linear Embedding [66] an Eigen vector based dimensionality 

reduction, etc. An example of the Flexible model is Elastic Bunch Graph [67], created for every discrete pose, and 

compared the subsequent new perception of the head. Active Appearance Model (AAM) [68], is one of the evolved 

flexible models for head pose estimation. In Geometric methods, five facial points are used as a facial symmetry 

axis to estimate the head pose. Using the same five facial points, and the coarse estimate of the nose position [64], 

the head pose can be estimated. In tracking methods, usually, head pose estimation is based on a rigid 3D model of 

the head, in which the movement of the head is observed as a transformation model. Tracking approaches can be 

made automatically initialized, using templates whenever the original view of the head is compared to the head pose 

estimate [69]. 

 

4. Convolutional Neural Network (CNN) 

With the high GPU computational power and access to huge datasets, Deep learning has been into active 

play in recent years. Importantly, CNN [70] has been used in various domains like Medical, Automotive, Satellite 

imaging and Manufacturing for different applications. However, DNNs has been used in human face related 

applications for better precision and classification accuracy. In this paper [71], a three-stage cascade structure is 

proposed using two shallow neural networks and one DNN for coarse-to-fine feature localization of the face. They 

also analysed the absolute value rectification and local weight sharing techniques for feature localization. A CNN 

cascade structure is proposed for face detection, robust to different face pose, illumination variation and facial 

expression [72]. Using DNN, a learning method is proposed to map the relation between 3D head movement and its 

visual appearance. In this method, with the assumption of accurate face detection, the network model estimates the 

head movement with a relative error of 3 degrees. Since this method doesn‟t consider the face detection part which 

is crucial in head pose estimation; and its challenging to obtain the mentioned performance in real-time. In these 

papers [73]-[74], they considered head pose estimation as a nonlinear regression problem which computes 3D pose 

parameters continuously. Many works on continuous head pose estimation use depth information with Machine 

Learning techniques. A random forest based framework [75]-[76] for the localization of 3D facial landmarks has 

been proposed for real-time head pose estimation. They also provided the Biwi Kinect Head Pose database; consists 

of depth maps, colour images, and ground truth data. With the depth information, the advantage is these methods 

obtain better results, especially at night time. However, the disadvantage is the requirement of such a device, say 

Kinect and the application is meant mainly for the indoor environment only. A new synthetic dataset was built based 

on a public 3D face dataset [77]. It comprises a large number of facial expressions and large head pose variations, 

making it one of the best facial landmark localization datasets to date. Face shape consistency for landmark 

localization with minimal texture can be a challenge to be addressed for other applications. A deep CNN based face 

detection method [78] introduced for discrete head pose estimation overcoming the challenges like varying lighting 

conditions, occlusions, different viewpoints etc. VIVA-Face dataset, a publicly available dataset is used for training 

the CNN. In the Multi-Task Learning (MTL) approach, the paper [79] describes the novel method for addressing the 

tasks of face detection, head pose estimation, and facial landmark localization and the same was later extended in 

[80]. In this method, each facial landmark is modeled as a separate part and uses a mixture of trees to estimate the 

topological changes with viewpoint variations. For simultaneous face and landmark point detection in an image, a 

joint-cascade method [81] is proposed which gives a better detection performance. In this paper [82], features only 

from the last layer is used for training a CNN for pose estimation but the use of MTL is limited for face analysis. In 

the method [83], a CNN model using MTL is provided for facial landmark localization with the discrete head pose 
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yaw angle estimation, smile and gender detection. In real-time driving conditions, a novel dataset Drive A Head [84] 

developed to evaluate head pose estimation algorithms. It is stated that the proposed head pose dataset is the largest 

publicly available dataset providing both 2D and 3D data at the pixel level. Notably, a deep learning model for head 

pose estimation is presented that achieved better performance than existing algorithms by analysing its performance 

with their dataset. A reliable deep learning based head pose estimation method [85] is proposed and is evaluated on 

CAS-PEAL data set. The results of the experimentation showed that the method can be effective for more accurate 

and precise pose estimation. With little changes on existing CNN structures, a new model [86] is introduced to 

perform face detection and landmark-based head pose estimation. Alex Net structure and Stacked Hourglass 

Network is used for refined face detection and localization. The proposed work can provide a solid foundation for 

advanced facial analysis of the driver. For mobile devices, an end-to-end platform [87] for eye-tracking is proposed 

and a Deep Convolution Neural Network (DCNN) is used for robust prediction of gaze and achieved a low error of 

1.04 cm on mobile phones. 

 

 
Fig.2. Summary of the sections (3 and 4)  

5. Beyond State-of-the-art: A Proposal 

Most of the vision-based eye trackers use IR light source for illumination of the eye, wherein the light 

produces a reflection on the cornea, named as corneal reflection. Many works on the gaze estimation are based on 

the corneal reflection and importantly serves as a reference point. Typically, with the direction of gaze, the 

positional relationship between corneal reflection and pupil will change. From the literature [88]-[90], it is found 

that there are a variety of eye tracking systems to detect the gaze point. However, the conceptual base looks to be 
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same as the eye captured by the camera changes with the rotation of the eye or translation in 3D space. There are 

few eye trackers available in the market. For instance, eye tracker [91] technology is based on a single camera and 

one IR source. By using multiple IR sources to the system will give better results compared with the single light 

source. Several works have been done by changing the camera setup and light sources. [92] developed a single 

camera system with two light sources and [93] introduced a 3D position computation method for an eye using one 

camera and two light sources. [94] Used four light sources placed on the corners of the computer screen and one 

camera positioned slightly below the center of the screen to compare and improve cross-ratio based eye trackers for 

improving head movement tolerance. The challenge with a fixed camera system is the limited view of angle needed 

to acquire sufficient high-resolution eye images for reliable gaze estimation. To overcome the limitation, research 

has been done using multiple camera systems with a wide-angle lens or movable narrow-angle lens for gaze 

tracking. The work in [95] introduced a 3D gaze tracking mechanism using two stereo cameras and two light 

sources. [96] Presented a two wide-angle cameras system, wherein using one camera, the coarse eye region is 

detected by a pre-defined eye detector based on shape features. Then another camera is used to fine focus the eye 

region. By considering the concept of multiple cameras as the base idea, two different methods are proposed for 

head tracking and are explained as follows: 

5.1. Static & Active camera 

In the Static method, three cameras can be used for face/head position estimation, in which one camera is a 

reference camera; mounted on the driver‟s dashboard to detect and monitor the frontal face of the driver. The other 

two cameras are mounted to the left and right side of the drivers face; provided with the input of face/head pose 

angle with reference to the reference camera. The reference camera detects and keeps tracking the face of the driver. 

If there is a change in face position to the left, then a signal is sent to the left camera resulting in the (followed by) 

tracking of the face/eyes by the left camera. The same process continues for the right camera also. The main 

advantage of this method is to track the eyes, even with the movement of the head. The disadvantage is the delay in 

processing of the signal from one camera to another and the fusion of the information of each camera is critical. The 

position of the three static cameras is depicted in Fig. 3. 

 

 
Fig.3. The position of the three cameras from the driver‟s point of view 

 

In the Active method, a single customized camera with actuator/motor attached could be used for the purpose of 

tracking. The actuator works in such a way that the camera moves (0-180) degrees with the drivers face as the 

reference plane. With this, the camera keeps moving in turns, tracking the face along with the movement of the face 

in both horizontal and vertical direction. 

5.2. Lighting conditions 

In this work, the light source is considered into two categories. One is sunlight, and the other is the external 

light source (headlights of the opposite vehicle). In the process of image detection of eyes, the image in the eyes of 
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the driver may not only be created by the IR illumination inside the car, but also by the illumination of outside 

vehicle or sunlight. So there is a need to eliminate the unwanted illuminations which distract the eye detection. As 

sunlight has IR rays [97], one possible solution to stop the penetration is to have a windshield screen with IR 

elimination filters [98] (which is not feasible for car manufacturers). Another solution could be an adjustable 

(automatic) screen/shield according to the angle of penetration of sun light through the wind shield screen on drivers 

face/eyes. The two major light sources in particular to a real-time driving environment are described below. 

 Case 1: Sunlight: While driving, Sunlight is one of the predominant obstacles for the driver‟s eyesight. The 

effect black out the view of oncoming vehicles or pedestrians or traffic control devices by eliminating the image 

of the retina with a bright spot or pattern. Evaluation of sunlight effect requires many factors to be considered 

like latitude and longitude, weather conditions, driver position, time of the day, road direction, whether the 

driver is wearing sunglasses, and any other parameters that could affect the line of sight. 

 Case2: Oncoming vehicles high/low beam: In recent times, the automobile companies has come up with 

intelligent head light technologies to overcome the problem of driver blinding because of oncoming/preceding 

vehicles head lights/tail lights at night time. For example, BMW cars have Intelligent Head Light Technology 

[99] providing significantly improved visibility at night. The process could be explained as follows: 

- A camera mounted inside the car for outside view automatically detects the traffic situation at night and passes 

the information on to the headlights through a control unit. 

- The headlights adapt the light distribution according to the traffic situation. 

-  High beam remains active without glaring the vision of any road traffic participants.  

The road traffic situation significantly varies from region to region. For example, consider the India scenario, where 

most of the cars are not equipped with the latest technology components and it is still a major problem for the 

drivers to drive at night time. So there is a need to investigate to address such issues for safe driving. Mainly the car 

manufacturers looked at the optimization of outside lighting illumination [99] from headlights, but there has been to 

a solution to prevent/limit the light beam penetration through the windshield onto the drivers face. Since our goal is 

to develop a real-time eye-tracker for vehicular application, many parameters need to be considered including 

sunlight and other (Oncoming and Preceding) vehicle light beam. Studies state that even at a constant light, the size 

of the pupil varies with the emotions of the person. So, pupil size needs to investigated by taking multiple readings 

at different emotion levels [100] for different persons. The reflection pattern on the eyes with glasses, and without 

glasses makes a huge difference, and could depend: 

 On the distance between the eyes and glasses: The reflection pattern [101] might change with the distance 

between the eyes and the wearable glasses. 

 On eyesight (positive/plus) [102]: Because of the thickness of the lens glass, the brightness of the image will be 

less, and the image size looks bigger. 

 On eyesight (negative/minus) [102]: In this case, brightness will be less, image size looks smaller; which makes 

the detection of eyes difficult. In addition, Noise will be more, and it will be less accurate. 

 On the viewing angle of the driver wearing glasses whether through glasses or naked eye: The reflection pattern 

on the glasses will be very different with the reflection pattern on a naked eye. Some people look at the objects 

through the wearable glasses, and sometimes through the naked eye. In that case, it will be difficult to capture 

and analyse the eye moving pattern considering both the cases for a single person. 

 On bifocal lens [103]: There are two categories of bifocal lenses: Translating and Simultaneous. Each lens has 

multiple designs. Translating or alternating bifocal lenses allow your pupil to alternate between two power 

segments when you look either upward or downward. Usually, the distance power is the upper segment and the 

near power is the lower segment. For example, if you glance downward to read the newspaper, the lower 

segment will make the words larger and clearer. Simultaneous bifocal lenses enable you to look at both distance 

and near powers at the same time. 
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Fig.4. Reflection Patterns of Light on Eye  
 

For example, consider an eye-gaze position on any object (dashboard, display). Relative deviation of gaze can be 

analysed, but absolute position of the gaze is unknown (derived by the position of the reflection by IR Led on eye) 

depends on different parameters like driver position, distance between the windshield etc., In order to distinguish 

between inside light and outside light(disturbance), the IR reflection pattern of both should be different(maybe in 

size or in pattern of reflection), but there is a constraint at which there is a possibility of overlapping of both inside 

and outside reflections on one another, which is depicted in Fig. 4. With this, the desired reflection pattern of light is 

observed and can be used to estimate the gaze direction. The head pose estimation is carried out simultaneously with 

the eye-tracking for continuous driver monitoring. The Block diagram for the development of a stand-alone eye-

tracker is shown in Fig.5.  
 

 
Fig.5. Block diagram of a stand-alone Eye-tracker  
 

The proposed approach is applicable for both the day and night time driving scenarios. Driving at night time is a 

challenging task for a new or an experienced driver and the driver attention monitoring is more important as it 

comes with various challenges like limited vision, glare from headlights of the outside vehicles causing eye 

dizziness etc. As discussed earlier, estimation of driver‟s visual attention is a crucial part for driver assistance 

systems and eye tracking can provide good gaze estimation. In practice, eye-tracking difficulties involve occlusion 
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of the eye in presence of glasses, rapid changes in illuminating conditions, vehicle vibration, low-quality video, 

motion blur etc. Computational hardware/software requirement and good resolution recording equipment further 

increase the difficulty of making practical and deployable solutions. 

6. Conclusion 

In this paper, we presented a detailed survey of the existing and state-of-the-art mechanisms of head pose 

estimation along with eye-tracking. A theoretical analysis has been proposed on the integration of head pose with 

eye-tracking for driver monitoring especially at night time driving to overcome the outside light reflections on 

driver‟s eyes. 
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