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#### Abstract

Studying patterns in traffic data is a basic analysis to understand the system. In this study, a large amount of bus travel data collected using vehicle tracking devices is analyzed for patterns. Travel time, in general, follows both spatial and temporal patterns. Spatial patterns are expected because travel times in particular sections on a roadway can be following similar patterns. For example, sections with a bus stop in it may show similar patterns due to stopping at the bus stops. The present study explores the use of data-driven approaches, primarily clustering, to identify the spatial patterns in bus travel times. Discrete Wavelet Transform (DWT) is used to extract trends from the travel time measurements. Two popular clustering algorithms - $k$-means and hierarchical clustering algorithms are used in this study to identify the spatial patterns and group sections with similar characteristics. Once the spatial patterns are obtained, the historic database is searched to identify similar cluster patterns and travel time trends are predicted using Pattern Sequence-based Forecasting (PSF) algorithm. The performance of the proposed algorithm for the prediction of travel time trends of trips occurring during peak and off-peak hours of a day was then compared based on prediction errors.
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## 1. Introduction

India has the second largest road network in the world with more than 200 million registered vehicles on the road as per the 2011 census of India (Chandramouli, 2012). This huge growth of vehicles has resulted in increased congestion and pollution. One possible solution to these problems can be to improve the quality of public

[^0]transportation and attract more travelers to that. One major concern about the public transportation system is the lack of reliability and associated uncertainties. Providing real-time bus arrival information to users can be a way to address this, which requires accurate prediction of bus travel times.

Travel time is one of the most preferred traffic system performance measures, as it can be easily perceived by the users as well as by the operators and planners (Caulfied et al., 2009). It is defined as the total time for a vehicle to travel from one point to another over a specified route, taking into account the stops, queues, and delays at intersections (Zhu et al., 2009). The availability of accurate and reliable travel time information helps the users to select the shortest route between a given pair of origin and destination and thus optimize their trip travel times. It is also essential for the development of efficient traffic control and management strategies (Hough et al., 2002; Vanajakshi et al., 2009; Yu et al., 2011).

Bus travel time prediction models reported in the literature can be broadly grouped into naïve models (Hong et al., 2006; Yiming et al., 2010), regression-based models (Bertini et al., 2004; Patnaik et al., 2004; Tétreault et al., 2010), time series models (Rashidi et al., 2015; Williams et al., 2003), state space models (Wall et al., 1999; Vanajakshi et al., 2009; Kumar et al., 2017) and those based on machine learning approaches (Chien et al., 2002; Pan et al., 2012; Bin et al., 2006; Yu et al., 2011). The accuracy of any of these prediction methods depends on the input variables provided to it. However, in all these studies, there lacks an automated method to analyze the data to identify the correct input, referred as regressors hereafter, to be used to estimate and/or predict bus travel times. For example, Kumar et al. (2013) predicted travel times by identifying significant regressors using pattern analysis by considering each day of the week separately. The patterns were identified offline and were not dynamic in nature. However, these patterns may not be static and may vary depending on the day, time, location etc. Thus, there is a need to identify correct regressors for the prediction algorithm by considering the natural groupings in the data and also the high variability in the system, ideally with an automated approach to group the travel time data in real time. Clustering is a data-driven technique which can be used to identify the natural groups within a data set. Once such groups are identified, the characteristics of the group can be used for better travel time prediction.

From the review of the literature, it was seen that few studies have been reported which took the aid of clustering in the prediction of traffic parameters. The use of partitioning clustering (Elhenawy et al., 2014; Ladino et al., 2016; Nath et al., 2010), hierarchical clustering (Weijermars, 2007; Chiou et al., 2014) and model-based clustering (Liu et al., 2017; Van Der Voort et al., 1996) have been reported in the prediction of traffic parameters. First, the respective clustering algorithm was used to group the data and then separate models were built on each of the cluster formed. However, these studies were limited to homogenous traffic conditions.

In this study, a preliminary prediction methodology was developed based on Pattern Sequence-based Forecasting (PSF) algorithm. PSF algorithm which was introduced by Alvarez et al. (2011) has two major steps: clustering the travel time data using a suitable algorithm and then, prediction of travel time from the cluster label obtained. Shaji et al. (2018) used the PSF algorithm to predict the trends in bus travel times using the temporal patterns in bus travel time. The clustering + prediction framework developed was compared to the case when no clustering was done on the regressor dataset. It was seen that clustering prior to prediction helped to improve the prediction accuracy. In the current study, the prediction framework is further extended by considering the spatial patterns in travel times. The particular sections on a roadway can be expected to behave in a similar pattern. For example, the sections on a roadway without a bus stop or intersection may behave in a similar pattern. And this pattern may be different when compared to sections which have either a bus stop or an intersection in it. Based on this idea, a prediction algorithm has been developed which uses the spatial patterns in travel time data to predict the bus travel time trends.

Not many studies were reported under mixed traffic conditions which explored the use of an automated and dynamic regressor selection process, such as clustering, as a pre-tool for prediction. Majority of the studies that were discussed above were carried out under homogeneous and lane disciplined traffic conditions. Under mixed traffic conditions, travel time prediction becomes more complex and difficult with the entire width of the road occupied by vehicles of varying static and dynamic characteristics. The vehicle types range from animal-drawn carts to huge trailers, moving without following any lane discipline. These characteristics make the system more dynamic with high variability making predictions under such traffic conditions more challenging. Reported studies from such traffic conditions mostly assumed static patterns in travel times, which is highly unlikely. Such manual grouping of data using chronological factors may not be effective in undermining the patterns present in the data. The time-
varying nature of travel time needs to be taken into account. From these identified gaps, the following objectives were laid out for the present study:

- Identify the spatial patterns in data using clustering algorithms.
- Predict the spatial trends in travel time using Pattern Sequence-based Forecasting technique.
- Compare the performance of clustering techniques in predicting the spatial trends.


## 2. Data Collection

The data used for the study were collected using the GPS units fixed on the Metropolitan Transport Corporation (MTC) buses in Chennai, the capital city of the state of Tamil Nadu, India. The 19B bus route was chosen as the study stretch. The route spans a length of 29.4 km and connects Kelambakkam, a suburban area of the city to Saidapet, a major commercial area of the city. The northbound 19B route was chosen for the analysis. The GPS data were collected every 5 s from the GPS units fitted in these buses. A total of 1,071 trips were collected during a period of 90 days. The obtained GPS data includes date, timestamp, latitude, and longitude of the bus location. The distance between two consecutive GPS points was calculated using the Haversine formula (Chamberlain, 2014). For the purpose of analysis, the route was divided into sub-sections each of length 200 m , leading to 140 sections. The 200 m section travel times were calculated using interpolation.

## 3. Methodology

A preliminary prediction methodology was developed based on a Pattern Sequence-based Forecasting (PSF) algorithm. The methodology has been explained in detail in section 3.3. This algorithm involves two main steps clustering and prediction. The trip-wise data is initially clustered and cluster labels are obtained. Further, the prediction is carried out based on the cluster labels. Figure 1 shows the prediction framework used in this study.


Fig. 1. Proposed methodology of PSF.

### 3.1.Extraction of spatial trends in travel time

Wavelet-based trend extraction was reported to be a more efficient trend extraction technique as they can reconstruct the signal without loss of much information (Dash et al., 2004). Hence, in this study, spatial trends in bus travel time was extracted using Discrete Wavelet Transforms (DWT). For this, the trip wise travel time data is first decomposed into wavelets at different levels of resolution. The wavelet coefficients at the lower levels of resolution were then thresholded using soft policy. In the soft policy, the wavelet coefficients lesser than the
threshold value are set to zero, whereas the threshold value is subtracted from those wavelet coefficients which are greater than the threshold. The levels of thresholding were chosen such that the trend extracted captures at least $70 \%$ of the signal. After thresholding, the signal is reconstructed. This reconstructed signal now contains the spatial trends extracted, which will be referred to as regressors in the study. Figure 2 shows the measured travel times and spatial travel time trends extracted using DWT for a sample trip for all the sections.


Fig. 2. Measured travel times and travel time trends for a sample trip.

### 3.2. Clustering

The next step in the proposed methodology is the identification of suitable clustering algorithms which can be used to group the regressors for the prediction algorithm. $k$-means and hierarchical clustering algorithms are two important clustering techniques used to group highly varying data. Hence, these clustering algorithms were chosen for further analysis. The spatial trends in travel time for each trip were used as inputs for the clustering algorithms. Each trip- wise travel time trend data were clustered using $k$-means and hierarchical clustering algorithms separately and were used as inputs for the prediction algorithm.

The optimum number of clusters $(k)$ for each clustering algorithm needs to be found out, which depends on the clusterability of the data set. The optimum number of clusters is decided based such that objects within a cluster are similar to each other and are dissimilar to the objects in the other cluster. For both $k$-means and hierarchical clustering algorithms, the optimum number of clusters ( $k$ ) was decided using elbow method (Thorndike, 1953). The elbow method gives you the optimum number of clusters $(k)$ such that the total intra cluster variation is minimized. For each value of cluster number $K$, the sum of the squared distance between each member of the cluster and its centroid is calculated as given by equations 1 and 2 . A graph is then plotted between the total within-cluster sum of squares $(W)$ and the number of clusters $(K)$ as shown in figure 3.

$$
\begin{gather*}
W_{k}=\sum_{r=1}^{K} \frac{1}{n_{r}} D_{r}  \tag{1}\\
D_{r}=\sum_{i=1}^{n_{r}-1} \sum_{j=1}^{n_{r}}\left\|d_{i}-d_{j}\right\|_{2}, \tag{2}
\end{gather*}
$$

where $K$ - number of clusters, $n_{r}$ - number of points in cluster $r$ and $D_{r}$ - the sum of distances between all points in a cluster. Figure 3 shows sample plots between the total within-cluster sum of squares ( $W$ ) and number of clusters $(K)$ for a sample trip using $k$-means. As the number of clusters increase, the value of $W$ decreases. $k$ is chosen as that
value beyond which an increase in the number of clusters does not cause a significant reduction in $W$. From the figure, the optimal number of clusters ( $k_{\text {kmeans }}$ ) for the sample trip was chosen as 4 for $k$-means. The same procedure was repeated to find the optimum number of clusters ( $k_{\text {hierarchical }}$ ) in the case of hierarchical clustering.


Fig. 3. Optimum number of clusters for a sample trip using $k$-means clustering.

### 3.3. Pattern Sequence-based Forecasting (PSF)

Given the travel time trends of a trip up to section $d$, our aim is to predict the travel time trend of the next section $d+1$ for the same trip. Let $Y(i)$ be the travel time trend of the trip for the $i^{t^{h}}$ section and $C(i) \in\{1, \ldots, k\}$ be the cluster label for the $i^{t h}$ section, where $k$ is the number of clusters. Let $S_{w}{ }^{i}$ denote the sequence of cluster labels of the trip travel time trend for $W$ consecutive sections, from section $i$ backward as shown in equation 3 .

$$
\begin{equation*}
S_{W}^{i}=\left[C_{i-W+1}, C_{i-W+2}, \ldots, C_{i}\right] \tag{3}
\end{equation*}
$$

Then, the prediction algorithm searches for the sequence of labels of length $S_{W}{ }^{d}$ in the database to obtain the subsequence set $E S_{d+1}$ as:

$$
\begin{equation*}
E S_{d+1}=\left\{j \text { such that } S_{W}^{j}=S_{W}^{d}\right\} \tag{4}
\end{equation*}
$$

In case, no matching pattern is found, the value of $W$ is reduced by 1 and the pattern search is again initiated. Once the pattern is identified, the predicted value of travel time trend for the next section $d+l$ is obtained by averaging the travel time trends of the members in the set $E S_{d+1}$ as shown in equation 5 .

$$
\begin{equation*}
\hat{Y}(d+1)=\frac{1}{\operatorname{size}\left(E S_{d+1}\right)} \sum_{j \in E S_{d+1}} Y(j+1) \tag{5}
\end{equation*}
$$

where $\operatorname{size}\left(E S_{d+1}\right)$ is the number of elements in the set $E S_{d+1}$. The process is repeated until all the test sections are predicted.

The number of previous section labels to be considered ( $W$ ) for PSF algorithm is another parameter that needs to be determined. The PSF algorithm searches the label sequence of $W$ previous sections within the training data set for making a prediction. The value of $W$ should be chosen such that the forecasting errors, as given in equation 6 are minimized.

$$
\begin{equation*}
\sum_{d \in t s}\|\hat{Y}(d+1)-Y(d+1)\| \tag{6}
\end{equation*}
$$

where $\hat{Y}(d+1)$ is the predicted travel time trend of the $(d+1)^{t h}$ section and $Y(d+1)$ is the measured travel time trend of the $(d+1)^{t h}$ section and $t s$ denotes the training dataset. However, to find the value of $\hat{Y}(d+1)$, the members in the set $E S_{d+1}$ should be known, which again depends on the value of $W$. Hence the value of $W$ was found using cross-validation. Cross-validation is done on a rolling basis in this study (Arlot et al., 2010). The Mean Absolute Percentage Error for cross-validation ( $\mathrm{MAPE}_{c v}$ ) was calculated for every fold, varying $W$ as shown in equation 7. The average value of $\operatorname{MAPE}_{c v}\left(e_{j}\right)$ is then calculated for each window size by averaging across all the 10 folds as shown. $W$ is selected as that value which minimizes the average value of MAPE ${ }_{c v}$ as shown in equation 8.

$$
\begin{gather*}
e_{j}=\frac{1}{10} \sum_{i=1}^{10} M A P E_{c v}\{W=j\}  \tag{7}\\
W=\arg \min \left\{e_{j}\right\} \tag{8}
\end{gather*}
$$

where $j$ varies from 1 to $W_{\max }$. Figure 4 below shows the sample plot of rolling cross-validation performed for travel time trends of a sample trip using $k$-means. The values of $W$ are chosen as 2 for the sample trip. The process is repeated until all the test trips are predicted.


Fig. 4. Results of cross-validation for a sample trip using $k$-means clustering.

### 3.4 Performance evaluation

The PSF algorithm was implemented using the optimum number of clusters $(k)$ and the number of previous trip labels $(W)$ obtained. The performance accuracy of each of the clustering algorithm was quantified using Mean Absolute Percentage Error (MAPE) as follows:

$$
\begin{equation*}
M A P E=\frac{1}{n} \sum_{i=1}^{n} \frac{\left|\hat{Y}-Y_{m}\right|}{Y_{m}} 100 \tag{9}
\end{equation*}
$$

where $\widehat{Y}$ is the predicted value of travel time trend, $Y_{m}$ is the corresponding measured travel time trend, and $n$ is the number of observations in the test dataset. Figure 5(a) and 5(b) shows the measured and predicted travel time trends of a sample off-peak trip and peak trip respectively when clustering was done using $k$-means clustering algorithm prior to prediction. It can be seen that the predictions based on $k$-means clustering are able to capture the patterns in the case of both off-peak and peak trips.


Fig. 5. Measured and predicted travel time trends of a peak trip using (a) $k$-means; (b) hierarchical.
Figure 6 shows the measured and predicted trend for sample trips which occurred during off-peak and peak time of the day when hierarchical clustering was used prior to prediction. It can be seen from the figures that in this case, predictions based on hierarchical clustering were not able to capture the patterns effectively as compared to the prediction based on $k$-means clustering. In the case of both off-peak and peak-trips, the predictions based on $k$ means clustering was able to better capture the variations in travel time trends. Also, the MAPE value was lower for predictions based on $k$-means clustering when compared to those based on hierarchical clustering. Hence, further analyses were carried out using $k$-means to group the regressor data prior to prediction.


Fig. 6. Measured and predicted travel time trends of an off-peak trip using (a) $k$-means; (b) hierarchical.

From the clustering analysis, it was seen that the $k$-means clustering algorithm grouped the sections along the route mainly into 3 groups- sections with low variance in travel time, sections with medium variance in travel time and sections with a high variance in travel times. The performance of $k$-means clustering-based prediction algorithm to predict section travel time trends using spatial travel time trends was analyzed separately for these three groups. Figure 7(a), 7(b) and 7(c) show the performance of $k$-means based predictions for representative sections belonging to low variance, medium variance, and high variance travel time sections respectively. It can be seen that the MAPE value is lowest for the trend prediction in the case of low variance section, whereas the prediction errors are high for the high variance section. The performance of the developed spatial pattern based PSF algorithm remains poor for high variance section. In this case, the value of MAPE is high and also fails to capture the patterns in travel time trends of the high variance section. Hence, for high variance section, there is a need to develop more accurate prediction approaches, which can take into account the high variability associated with these high variance sections.


Fig. 7. Measured and predicted travel time trends using $k$-means based spatial PSF for (a) low variance section; (b) medium variance section; (c) high variance section.

## 4. Summary and Conclusions

The prediction of bus travel times is a widely researched area. The prediction of travel times becomes even more difficult under the mixed traffic conditions prevailing in India. Accurate prediction of bus arrival times is required to improve the quality of public transport. The proposed methodology predicts bus travel time trends using spatial patterns in bus travel time data. The following conclusions were made from the study:

- Travel time along the study stretch varies both temporally and spatially. The temporal patterns in travel time were analyzed in an earlier study. In this study, the spatial patterns in bus travel times were studied.
- A spatial PSF algorithm was developed to predict the travel time trends on sections downstream of the route by using spatial patterns of sections upstream of the route. A performance comparison was made between the
predictions based on $k$-means clustering and the predictions based on hierarchical clustering. It was seen that for both peak and off-peak trips, the predictions based on $k$-means worked better.
- The performance of the developed spatial PSF algorithm was analyzed for sections with low variance in travel times, medium variance in travel times and high variance in travel times separately. For both low and medium variance travel time sections, the predictions obtained using spatial PSF algorithm worked well. However, for high variance section, the performance of spatial PSF was not satisfactory. More efficient prediction algorithms need to be developed which takes into consideration the high variance of travel times in the high variance sections. Future extension of this work may include developing prediction algorithms by considering the spatiotemporal patterns in travel time.
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