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Abstract 

The paper presents the key findings and overviews the experiences from nearly ten years of ongoing research employing Constraint Logic Programming (CLP) in transport modeling. This report primarily focuses on an explorative work in CLP-based passenger travel demand modeling and the rule-based freight transport simulation model INTERLOG. The comparison of the two approaches – in terms of their theoretical concepts, specific implementation and data availability issues as well as their application potential – gives new insights into the usefulness of CLP approaches in the transport modeling sphere. Assuring a maximum consistency between macro and micro levels, providing compatibility to multi-agent modeling technology and using solution strategies similar to human decision-making behavior, CLP offers new alternatives bridge the gap between “econometrics-oriented” and a “simulation-oriented” research in transportation modeling. The paper concludes with a summary of virtues and still existing downsides, leading to an outlook of modeling work towards a new generation of operational software tools. 

Introduction

1.1 Motivation

Transport demand modeling is one of the essential methods to track historic and to anticipate future transport developments in order to find credible answers to challenges both in the passenger and freight sector with regard to infrastructure planning, policy design and marketing. It is commonly known that the traditional aggregate flow-based forecasting approaches, namely the sequential four-stage-algorithm, are counter-productive in a sense that they lead to the choice between certain impasses: Consistency problems, unrealistic choice sets and/or inherent limitations attempting to capture the range of the actor’s adjustment strategies to new boundary conditions.  

To overcome the sketched dilemma, a new modeling approach based on Constraint Logic Programming (CLP) was conceived and tested in the passenger travel demand sphere in the late 1990ies. CLP is widely employed as a modeling language, integrating constraint logic reasoning with existing decision support systems technology while separating the knowledge from the inference engine. An activity-based travel supply-demand interaction model for heterogeneous sets of household types was entirely formulated with a network of constraint predicates, invoked by a rule base. 

The recently developed rule-based freight transport simulation model INTERLOG shares some of the underlying principles. The restricted decision horizon of actors within the spatiotemporal pattern of freight transport and logistics is mapped in form of constraint networks. Solutions of the transport problems are found using reality-like goals. The decision making process of heterogeneous actors in their local decision context is being successfully modeled. 

The common goal of the two CLP applications under consideration is to map the local decision-making context of heterogeneous actors in different environments. The following sections of this paper present an overview and the key findings and experiences from nearly ten years of CLP-based transport modeling. 

1.2 Overview

This paper is organized as follows:  Following these introductory remarks, section 2 analyzes the transport demand models of the mid-1990-ies which gave rise to CLP modeling approaches. Section 3 provides the conceptual background information on CLP (3.1), discussing is as an advanced modeling technology (3.2). After that, two sections describe the developed applications to passenger (4) and freight transport (5), briefly pointing to some related pieces of work. As an outcome of the models’ discussions, section 6 aims at a comparison of the two approaches in terms of their theoretical concepts, as well as specific implementation issues.  The paper concludes with a summary of the lessons learned in terms of virtues (7.1) and still existing downsides (7.2) of the employed CLP technology, leading to an outlook of modeling work towards an operational software tool (7.3).
2 A Critical Analysis of Transport Models in the last Decade

The Four-step method is covering the main respective dimensions of travel/transport demand. Since it is often assumed that certain mobility characteristics of behaviorally homogeneous groups of individuals remain stable under constant conditions, the Four-step model is dissected into a sequence of one-dimensional forecasting models. The “sequentialization” of the travelers’ choices through four separate steps was mainly caused by limited memory capacities at the time this method was conceived. In the mean time, however, it is well known that the application of the sequential Four-step model to both passenger and commodity transportation modeling could lead to a number of consistency problems between micro and macro structures along its four steps. Some of these problems are sketched in the following. 

In the Four-step models for passenger transport modeling, the trip frequency decision is succeeded by destination choice, mode/sub-mode and route choice. This compartmentalized method observes the conservation of flow requirements between all of its stages because it omits various back-coupling paths. The simple top-down directed four-step approach is thus disadvantageous for supply-demand interaction studies. Without feedback loops, no information on changes at the inferior decision level is conveyed to the superior level, whereas computations imply ad-hoc assumptions about subordinated choices (OPPENHEIM, 1995). 

The mode choice models exhibit high tradeoffs - because of the conditionality to the trip generation and distribution decisions. In practice, well-founded discrete choice models are combined with static travel matrices or plain gravitational formulas, leading to a “disproportionate state of sophistication“. The solution idea of introducing quasi-direct formats (e.g. GAUDRY et al., 1998), in effect bilaterally coupled sequential models, is appealing from an analytical viewpoint, yet it does not lead to simultaneous interactions of the sub-models.

BOYCE summarized in 1996 that “the Four-step travel forecasting procedure remains the principal paradigm of professionals, despite of being obsolete“. HIMANEN et al. (1997) write: “The use of traditional models has imprinted in transport planning and policy an attitude to consider traveling as constituting of the aggregation of individual trips between different places. This emphasizes the importance of the number of trips and gives less weight on the other parameters“. The numerical view forces logical consistency requirements into the background.  The predetermination of mode and route choice decisions from a superior stage (residential situation, car ownership, purchase of season-tickets, spatial constraints and logistic requirements) can be only insufficiently covered with pure econometric modeling. In many models with multi-dimensional choice sets the number of alternatives is too large compared with the number of alternatives individuals.

Looking on real decision-making, on the trip level, decision-making is rather incremental than connected with a global optimization idea (see e.g. BAYLISS, 1970). More likely, people tend to optimize their mobility pattern as a whole with regard to their long-term decisions and vice versa. Behavioral observations suggest that people tend to follow constant mobility pattern as long as they assume their personal utility maximization by only considering marginal costs. New decision-relevant information may imply a behavioral change if the re-scheduling of the mobility pattern does not bring satisfying results. Only those people receiving supply side information (i.e. the users, and to a little extent, the non-users of the transport mode) are in position to choose whether to react or not. At the short run, since people cannot withdraw their long- and mid-term decisions suddenly, suboptimal behavior in the full choice set can be observed in reality. 

Only in the late 1990ies, first models came up focusing explicitly on such type of individual, restricted and dynamic decision-making. This branch of transportation models is a further development of the activity-based approaches that came up in the early 1980ies (JONES, 2003). Activity-plan generation and schedule switching models simulate the formation of individual activity-travel patterns in space and time, taking full account of constraints and supply conditions. 

Following the definition given by AXHAUSEN (1998), activity scheduling is “the dynamic planning and execution of activities under constraints in an information rich environment (experiences, naive extrapolation from abstracted experiences or information from friends, papers, radio, information systems).“ The underlying idea is that the request for activity participation is the driving force for traveling. Such models focus mobility pattern and their choice sets explicitly. By this way, activity generation models map the manifold adjustment strategies of actors to transport policy in a comprehensive and consistent way. It is clear that a complete scope leads to a combinatorial complexity problem and finally to non-exhaustive search rules (RECKER, 1986). This also suggests considering CLP once it comes to the formulation of activity-generation simulation-models.

Current freight transport models are highly inspired by the classical aggregate Four-step algorithm of travel demand modeling. In general, they are less sophisticated than those for passenger transport, and only few efforts have been undertaken in this type of movement due to a large number of obstacles involved: The size of shipments ranges from several grammes (e.g. letters) to some thousand tonnes (e.g. an iron-ore train) (cf. DE JONG et al., 2002). Freight can be transported in several kinds of packaging, e.g. as bulk or palletized. 

Additionally, recent research emphasizes the role of freight transport in the overall production and material flow process. Transport models should not only map decisions concerning the location of the origins and destinations of freight goods, but also the choices of distribution and transshipment points (ORTÙZAR and WILLUMSEN 1990). For these reasons, additional models and transformation modules must be included in a freight transport model system. Typical examples are the transformation of trade flows in money units into physical flows in tonnes using value/weight-ratios and the conversion of flows in tonnes into vehicle units (DE JONG et al. 2002). 

The general multi-step structure of some state–of-the art freight transport models is depicted in the following Table 1. Recent models also include the spatial guidance of flows through whole multi-stage distribution systems. Such disaggregate or even microscopic logistics also simulate the “optimal” truck size (cf. the models described by WILLIAMS 2005, TAVASSZY 2006 and by SANO and WISETJNDAWAT 2004).

The table shows an alternation between aggregate model steps – production, distribution, conversion into tonnes and vehicles, as well as two “sandwiched” disaggregate steps – mode and possible route choice. This mixture between aggregation and desegregations may constitute a set of inconsistency problems. 

Table 1: Sequential steps of current freight transport models 
	Step No.
	Designation of the model step
	Modeling “Techniques” applied

	1
	Generation
	Production functions

	2
	Distribution
	Gravity functions

	3
	Transmutation of monetary units into tonnes
	Conversion factors

	4
	Guidance of flows through multi-stage distribution networks
	Disaggregate logistics chain choice models

	5
	Shipment size choice
	(Fixed) conversion factors or microscopic simulation

	6
	Mode choice
	Disaggregate choice models

	7
	Conversion onto vehicle units
	Conversion factors

	8
	Network assignment
	Aggregate assignment


Source: authors’ own representation

In effect, this special structure leads to similar types if consistency problems as in the passenger sphere, once the model’s steps are sequentially executed. For instance, mode choice highly depends on the local logistics context one individual firm under consideration. Because of the large heterogeneity of actors and objects in freight transportation (BEN-AKIVA, 2004) the modeler focuses a dilemma: Either he partitions the freight transport demand side into a nearly uncountable number of segments. Then, one has no structural data in such desegregation schema, because company size distributions and information about individual choice sets of firms are often not available due to privacy reasons. Of course, the model’s creator will also face a too small number of observation points form revealed or stated preference analyses. The other alternative – the definition of rather large and inhomogeneous demand segments – leads to relatively large error terms and a possible misestimation of elasticities. A typical example of how the assumptions of discrete choice theory a violated in practical models is provided by BVU (2001). Here, mode-specific constants are used for adjusting a disaggregate choice model to observations. This is a rather dangerous procedure, especially when the shippers have different choice sets. 

To overcome the consistency problems due to the sequential execution of macroscopic and disaggregate model steps, a micro-economic basis for freight transport modeling, similar to the activity based approaches, could be helpful. 

In addition to the micro-macro consistency problems linked with the “Eight-step”-model for freight transport, some further peculiarities of the freight transport markets advise the use of such micro-economic simulation methods: Evasion strategies of freight transportation actors are manifold. For instance, the introduction of a toll relating to step #8 could affect route choice (step #8), mode choice step #6), vehicle loading rates (step #7) and shipment size choice (step #5). Through coordination with other shippers and the forwarding agency, more efficient routing patterns could also be set up affecting the average proportion of empty runs. Such evasion patterns are inherent to the multi-actor structure of freight transport and logistics systems. This relational network topology of freight transportation systems inhibits the use of simple aggregation operations to deduct the aggregate system’s behavior from individual microscopic behavior. An interactive simulation approach to commodity transport modeling mapping de-central decisions of heterogeneous agents could overcome some of the micro-macro consistency problems along the sketched eight steps.

3 CLP-based Transport Modeling 

3.1 Introduction to Constraint Logic Programming

Constraints are restrictions, employed to represent incomplete information in order to describe relationships between partially undetermined objects (FRUEHWIRTH, 1997). CLP merges two elements of declarative programming: domain reduction and the formulation of a programming task as a logical problem. 

The essence of constraint programming is to employ the problem knowledge in order to effectively diminish the remaining search space. The search space for a typical NP-hard problem is the product set of the domains of problem variables. Depending on the problem, domains can be sets Booleans, finite integer or real-value domains. 

Figure 1 illustrates this process: If constraints are imposed to an initial domain (1), it is narrowed further (2) and further (3), until all constraints are satisfied. Once the problem is over-determined, no valuation is left, thus an inconsistency is detected (4). Without backtracking (= release of the last constraint in question), the computation fails. 

In the CLP approach the problem knowledge is formulated on a higher abstraction level. Constraints are embedded into logic rules, e.g. to describe conditionality. The role of the logic program is to set up a network of constraint relations between the problem variables. The aim is to deduct (a) solution(s) for this network which completely model(s) the problem. 
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Figure 1: Narrowing down domain of problem variables

Logic rules and constraints – the components of CLP – are also regarded as basic techniques for knowledge representation, i.e. the encoding of knowledge, in so-called knowledge-based systems (KBS). Their system kernel typically divorces the knowledge base from the reasoning apparatus and the underlying working memory. CLP disassociates the representation of the problem from the solution search (ILOG 1998). KBS have advantageous properties, in particular their transparent way of knowledge quotation and the flexibility to changes in the knowledge base. The congruence between the problem specification in CLP and the problem representation guarantees that the resolution of the constraints solves the problem as defined. There’s no “slip” between the model of the problem and the implementation of its solution. 

Within the last decade CLP methods were successfully developed to solve complex resource allocation problems, e.g. job-shop scheduling of interdependent stages of a project workflow. Though research is still in progress, this knowledge has already been used in practice, in particular by the manufacturing industry. Other fields of application range from molecular genetics (STEFIK, 1981) and business applications (such as option trading), to electrical engineering (e.g. fault location in electronic circuits). Another application transformed bottom-up planning models of enterprise restructuring into constraint satisfaction problems (NAEGER, 1996).  In transportation-related areas, CLP concepts were largely employed in application areas of resource planning and transport logistics such as crew scheduling for airlines as well as the optimization of container handling in seaports. In rail transport, examples are known for complex problems, such as train scheduling and routing in large railway stations and the enhanced allocation of rolling stock.  

3.2 Facilities of the CLP Technology in Transportation Modeling

Taking the critical examination of the standard models for both freight and passenger demand modeling as an origin, the conducted research has shown that CLP could contribute to overcome some of the methodological and logical problems associated with traditional multi-step transportation modeling:
First of all, constraint (logic) clauses are a self-evident way to explicitly capture a wide range of restrictions faced by the actors – that is, statically, the buildup of a feasible schedule of activities / transports and related decisions, as well as dynamically when complex (behavioral) adjustments to changing externalities have to be made. Secondly, a CLP approach offers the chance to generalize and enhance the existing modeling framework through knowledge-based search procedures. Business-critical software applications in planning and control are commonly known, where consistent valuations are obtained by constraint solving mechanisms. 

The KBS properties of CLP systems (cf. subsection 3.1) suggest the idea of formulating a demand supply interaction model entirely by means of constraint rules. The motivation of this wider approach to passenger transport modeling was to achieve a decision support system which derives optimal supply structures of transportation services – in accordance with the modelers’ knowledge on the interactions of service parameters of the transportation system versus the requirements of the demand side, and the specific quantity structure. 

All the above stated would define a paradigm change in transport modeling – in contrast to the “procedural” world of fixed-structure models such as the Four Step Algorithm or certain classes of activity-based models. The key rules of this new concept are:

· All model assumptions (e.g. choice sets, econometric functions) and observational data are encoded as constraint rules in an explicit, editable and comprehensible way.

· Given the constraint solver’s processing capabilities in large search spaces, it continuously enforces internal consistency of every model state, avoids contradictions to external variables and assures consistent state transitions.

· In effect, the accumulation of knowledge in a network of constraints refines and narrows the variables’ state spaces, until all constraint are satisfied. 

· The remaining state space is partially indetermined, unless further assumptions (= constraints) are imposed in the course of the modeling process. (Significant side-effects due to under- and overdetermination will be briefly discussed in section 7.2).

· The modeling is therefore a truly incremental task, setting out all previous work to immediate falsification. When inconsistencies occur, the modeler needs to withdraw, alter or relax certain constraints.

· The constraint logic system is undirected. It can be freely questioned, allowing for ad-hoc computations of what-if-scenarios as well as solutions to inverse problems – mentioned above.

Inspired by these facilities, two different models have been build up. 

4  The Passenger Model (HEINITZ, 2000)

4.1 Underlying Ideas 

The motivation for CLP applications in travel modeling came up during a passenger forecast study for a new German high speed connection: The analysis of German household and passenger surveys of the 1990-ies (e.g. INFRATEST 1996) suggested that inter-city/ supra-regional trip-making is to a high extent predetermined by the households’ everyday mobility pattern. Furthermore, the existence of far-differing mobility pattern with regard to the use of railway and public transport services could be observed. In effect, the purchase of BahnCard’s (= personal subscription card granting a 50 per cent reduced rail fee) was strongly correlated to the mobility lifestyle, the community of residence (urban / suburban / rural) and a possible car ownership in parallel. 

Without taking this influence into consideration, an insufficiently specified modal split model may wrongly predict the expected increase in the railway market share, thus overestimating the railways revenue aspirations. Treating the problem in the classical context of discrete choice models, for example, means 

- to segment the model into a number of new estimation models and / or 

- to introduce a new explanatory variable and / or

- to generalize the functional form, e.g. through Box-Cox, Box-Tukey or IP transforms.

At the beginning, there was not any doubt that the traditional procedure could satisfactorily model the status quo. But later it failed to reproduce the results in a case study. The model was not in position of giving a credible answer, why the mobility pattern of typical German households (suburban locations, with car ownership of at least one) remained nearly unchanged after providing access to high-speed rail. More precisely, there were still too few degrees of freedom to obtain the observed “threshold effect”.

This defined the working hypothesis for a first test of a CLP-based approach: Embedding econometric formulas into a framework linked by explicit constraints rules might enlarge the model scope and improve the predictions. In particular, the work focused on the interdependency of choices regarding the everyday mobility pattern and choices on inter-city travel and the constrained “state transitions” once high-speed train supply is added to the set of options.

As illustrated in Figure 2, the expected choice behavior could then not just be described by a smooth (generalized) Logit curve [A], but rather as an outcome of a process of constraint satisfaction. This means that certain inconsistent valuations / areas are excluded from the axis. Furthermore, any user reaction will be ruled out, instantly switching zero elasticities with respect to changes in the explanatory variable. In certain sections that are in line with the assumed constraints, the choice probability function of a rational decision maker follows the known (generalized) Logit curve [B].
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Figure 2: Comparison of traditional econometric and CLP-based transport demand models

The above-stated consistency requirements, of course, could be validated on a micro-level, i.e. on the basis of activity schedules of persons and households. Underlying survey data, however, is often not available, insecure and behavior is object to changes. However, domains of “valid” or “plausible” solutions can be defined through expert statements and assumptions. Some limits restricting travel demand also result from biological limits of human beings. 

Following this logic of demand and supply interaction and of supply and demand consistency, the behavior-based CLP model could be organized in form of an interaction process between the demand and supply side of transportation services. 

4.2 The Modeling Approach 

The model disassociates the travel demand and supply sides. Travel demand can be derived from individual activity demand (RECKER, 1986). The demand side is therefore modeled using an activity-based framework. Such an activity and travel decision framework was discussed for instance in AXHAUSEN et al. (1992) and BEN-AKIVA et al. (1996). The commonly known structure is depicted in Figure 3. 
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Figure 3: An Activity and Travel Decision Framework with different Time Horizons

The modeling approach is very much oriented to such activity-based approaches with different time horizons and individual plans. AXHAUSEN (1998): “Each of these (plans and associated time horizons, F.H.) will influence and constrain the behavior of a traveler, who will switch between these different sets of constraints and maybe sets of preferences over the course of the day, week and months, as each project is tied to different levels of the personality of the person.“

A key characteristic of activity-based models is the study of constraints in the decision process. HAEGERSTRAND (1970) itemizes three types of constraints which “limit the activity options available to individuals“ inside their daily time-space prisms: 

· Capability constraints, which are imposed by nature or technology limits, human limitations (sense organs and cognitive system),

· Coupling constraints, requiring the presence of another person or some other resource in order to participate in the activity opportunity, or things following pre-determined timetables,

· Authority constraints, which are institutionally imposed restrictions, such as office or store hours, and regulations, such as noise restrictions.

The chosen aggregation level is a household (type) as an individual decision maker. Households are supposed to “operate” on different time horizons. Their travel decisions range from very general ones focusing a long period of time, such as the basic activity program to maintain participation in labor force and lifestyle, via mid-term prospective decisions, such as car purchase to short-term decisions connected with the final “implementation“ of the desired activity schedule. Figure 4 depicts the household model with its internal interdependencies.
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Figure 4: A CLP-based household micro model

As the activity patterns of different members of a household are often coupled (consider, for instance, holiday trips of a family) the basic decision-making elements of the CLP model are in fact households. Individual household types are aggregated to some homogenous groups of households. In spite of the mesoscopic model representation, it is possible to state the well-known Haegerstrand Prism (HAEGERSTRAND, 1970) of travel time budget or the corresponding monetary budget in form of constraints imposed on the households. The number of activities by type and the also the total time spent on activities is coded with constraint variables. These schedules, too, are represented in a mesoscopic way; i.e. in form of travel time budgets and number of yearly activities. The mobility program qualifies several types of activities (frequencies, party size) and trip purposes such as job commuting, business trips, leisure and tourism travels. 

The supply side is first of all based on an optimal path search procedure in physical networks. This opens the possibility of searching hyper-paths in inter-modal and scheduled-service networks. For each trip, its characteristics in different dimensions could be extracted by summing up, for instance, the travel times along the inter-modal chain.  


[image: image5.wmf] 

Trip Matrix

 

Traffic Counts

 

Household

 

Type

 

1

 

Household

 

Type

 

2

 

Household

 

Type

 

3

 

Aggreg.Demand i

-

j

 

Transport System

 

Service Levels,Paths

 

Travel Experience

 

(

)

(

)

T

T

=

=

æ

è

ç

ö

ø

÷

=

å

T

T

T

ij

ijm

m

m

ijm

 

(

)

(

)

$

$

$

$

(

)

(

)

X

T

m

e

m

m

ijm

=

=

X

T

 

(

)

T

A

ij

w

flow

i

j

=

å

å

g

ga

a

g

,

,

 

Micro

-

Model

 

Household

 

Type

 

g

 

s

t

w

.

.

g

g

=

å

1

 

Observed  

 

Modelled  

X

 

constrain

 

constrain

 

constrain

 

constrain

 

constrain

 

Weighting Factors

  

w

 

constrain

 

constrain

 

$

X

 

 


Figure 5: The coupled supply-demand interaction model at a glance

Through stating the respective constraints it is possible to link the service parameters of the transport system(s) to the decision variables – describing the mobility behavior of the modeled persons and families. Based on the trip-making decisions of the household types, individual trips are aggregated from a mesoscopic to a macroscopic level, thus forming O-D trip matrices. These matrices are then assigned to the links of the transport suppliers. In addition to this main cycle, a matrix estimation through constraint reasoning is facilitated by imposing further sets of constraints in a way that traffic loads of network links, matrix elements as well column / row sums must agree to some extent with traffic counts or observed values (if available). Figure 5 gives a glimpse of the overall model.

The formulation as a constraint network assures consistency between demand side variables and supply sides variables with respect to logical constraints on individual behavior and physical abilities of the infrastructure networks. Note however, that in some cases a definite -unique - solution yet is not found by the loose coupling between constraint variables. A heuristic process – pursuing implicit utility maximization – tries to find suitable activity patterns fitting to the constraint network, which results from the interdependency between variables on constraints.  With each model run for a specific time, one aims to bring supply and demand side systems into a consistent (equilibrium) state - although they are both reacting with a built-in delay function, perhaps under incomplete information and by incrementally updating their choices - thus in a constrained environment and subject to personal restrictions, limitations and taste variations.

4.3 Implementation

In order to keep the framework flexible and re-usable, object-oriented programming paradigm and typical design pattern were applied. 

Appropriate entity classes defined and arranged in a tree-like structure, derived from an abstract class called “ProblemEntity”. Their instances (child objects) are typically containing a number of associated CLP variables. Relationships between tuples of objects were than indicated, leading to a rather sceletal construction stage of the target system.

[image: image6.jpg]Territory SupplyObserver
TrafficCell 5 TransportSystem
B
o
=
RegionalStructure Household 8 -------- VirtualNetwork
~—
=
# SocioBackground §
5 i P PhysicalNetwork RI-Line*
g =
B _ — .| @.L. B
E’ MediumTermDec'n @)
% PhysicalLink VirtualLink
4 ActivityPattern @ ‘e,
=1
m iiiiiiiiiiiiii LoadPattern 1 Short-Term Optimization

---------------- assignment

#Public Transit / Railway Line with Timetabel of Departures at Regular Intervals

2 Medium-Term Optimization





Figure 6: Design pattern of the passenger transport model

The main elements of the interface to the constraint solver were already laid down with the decision to employ the PlaCo (“Planning with Constraints”) solver library (LOCK, 1997).  PlaCo implements object-oriented software architecture for programming and solving search problems over finite domains and finite sets. Constraints implemented in PlaCo are either predefined scheduling relations for activities, linear and non-linear arithmetic terms or other user-defined propagators.

Constraint variables are defined throughout the model on a certain domain that limits their valid values. For instance, it could be taken for granted that people do not spend more time on their working location than it has been fixed by the collective labor agreement. This model statement has some advantages: Through stating “plausible” domains of the constraint variables, inconsistency problems can be excluded in some extent, when it comes to the interaction of people with the travel supply side.

Besides restricting activity variables to their domains, it is also possible to state each kind of relational constraints between constraint variables on different dimensions. For instance, the frequency of job commuting is set to a daily frequency and the distance class of the related travels is restricted to a regional scope. 

A combined finite domain solver and scheduling engine then satisfies the implemented logic constraint network, thus limiting the domains of the variables, linking transport supply and demand sides and assuring micro-macro consistency. The basic implementation idea is that passenger travel can be explained as a time-space shifting process between activities, taking place over a specified period at certain locations in space. Travel demand modeling can thereby be transmuted into activity schedule modeling. Conditionality of decisions is turned into precedence relations between activities.
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Figure 7: A Modified Bin-Packing Problem

In effect, this activity scheduling engine performs a modified and extended bin packing procedure: Each household creates schedules by combining activities while simultaneously satisfying two types of capacity restrictions, the mobility requirements and a number of further constraints (see Figure 7).

The goal of a bin-packing problem is to pack a certain amount of different things into the (minimal number of) bins under specific constraints. The analogy in passenger demand modeling is to pick a number of activities out of the set of feasible activities forming a consistent agenda (or program) of trips. 

The household as a decision maker faces a scarcity problem of available monetary resources, the limitation of its time budget and perhaps the shortness of the main resource, the - indivisible - family car. It is assumed that the household chooses the utility-maximizing option among the alternatives that are remaining after the constraint satisfaction.
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Figure 8: Decomposition of a “Physical“ Activity

Each physical activity – a journey – is decomposed into a number of coherent activities: a time-consuming and a money-consuming, and - in case the only car of the household is being used - an activity “consuming“ the non-cumulative “car resource“. The latter resource symbolizes that the car usage (of the only car of the household) is mutually exclusive at a defined instant of time. Note that the starting times of these three activities are forced to be equal. 

With such coupled activities in the dimensions of time and cost, the resulting activity program must simultaneously satisfy the capacity restriction for the monetary and the time budget.  The predetermination of choice sets by mid-range decisions such as car ownership or purchase of a rail card is guaranteed by precedence constraints.

The household’s utility maximization is transformed into a minimization of its perceived disutility. This approach is feasible since the lowest bound - zero - is already known. An iterative branch-and-bound strategy is employed: The solution of an initial solution is stored to restrict the continuing search process by accumulating a sharper search goal. The constraint solving is resumed when the infimum of the encountered objective function value is relaxed to zero and its supremum is decreased by one. 

4.4 Previous and Related Work

ALBATROSS is an activity-based, household-related travel demand model (ARENTZE and TIMMERMANS, 2000). ALBATROSS generates travel demand in the form of activity chains representing schedules of the adult members of a large set of households. The generation of schedules depends on an agenda representing one person’s activity plan, a cognitive and restricted environment representing possible activity locations and the transportation system(s). ALBATROSS bases on choice heuristics that are expressed in the form of “if-then-rules”. The generation of week plans is executed by a so-called scheduling  engine, consisting of several modules. The sequential process starts with the generation of an activity schedule containing the compulsory activities. When adding additional activities, the system determines their spatial temporal position and duration taking into account the already generated skeleton schedule and other constraints. Each time and additional activity is added, the scheduling engine may adapt activity durations and recomputes travel times. 

The most distinguishing feature of the CLP approach is first the disassociation between problem statement and problem solution through CLP, which is a more elegant and more secure form of modeling. Secondly, the CLP approach automatically assures consistency between observed macro-variables and the simulated system meso-states.  

5 The Freight Model INTERLOG
5.1 Model Idea

The main idea of the modeling exercise was to give freight transport modeling a behavioral foundation taking into account logistics decision making of heterogeneous actors. The actor-based model INTERLOG simulates de-central decisions of shippers and forwarders within extensive road infrastructure networks. Currently, the model includes some 1,000 firms spread over a territory of more than 14,300 traffic cells.  “INTERLOG” refers to its focus on inter-regional or even inter-national road freight transport logistics, the application of logic-programming techniques and its organization as a market interaction simulation. The mapped shippers and transport companies are heterogeneous with respect to their economic sector, size and location. They act in the context of their local environment, i.e. their geographic position and business relations. For example, a shipper does not “know” all transport companies existing in the modeled world and therefore faces a “reduced” decision problem.

The focus of the modeled decision problem is to simulate both tactical planning decisions concerning warehouse policy or carrier choice and tour planning process on a day-to-day basis – implicitly including warehousing problems, thus providing a micro-/meso-foundation of macroscopic transport flows. Regular round trips between many actors may arise from a simulated transportation contract award. Additionally, forwarding agencies have to insert ad-hoc transportation orders. The resulting multi-stop truck-tours are then put to the physical road transport network by classical shortest-path search algorithms. The supply side is of course subject to external changes, such as shifts in fuel and road prices or further impacts of transport policies.

5.2 Model Implementation  

The INTERLOG model was constructed for mapping the transport logistics decisions of shippers and transport companies that interact in transport markets All entities such as actors, lorries, communes, road sections or infrastructure nodes are implemented as C++-objects. Following Figure 9 gives an overview of the class-structure.
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Figure 9: Class-diagram of the INTERLOG model

The INTERLOG tool is a multi-agent system, where agents are provided with a limited reasoning capability through CLP problem solving methods. Agents can act autonomously, perceive and change their environment and react to changes in environmental conditions. For this purpose, agents are “equipped” with network routing and logistics decision engines as well as a contract-making interface. 

An INTERLOG simulation consists of several steps, which are called “modules” (Figure 10). The modules consecutively generate actors, determine their static behavior parameters and let them interact. The behavior of the actors and objects participating in the transport market interaction simulation module are mapped as behavior models. Additionally, the characteristics of the infrastructure network are represented in a network model. Each module uses input information in the form of statistical data, the results of previous modules and behavior rules (left-hand-side of the figure). 

The generation module creates the artificial actors with a statistical Monte Carlo simulation. It equips them with static behavior parameters based on statistical sources. As a result, a scaled production “landscape” is established with a realistic distribution of companies according to their spatial position, size and economic activity. 
The Sourcing module maps how the companies try to satisfy their need for production goods. The results are microscopic flows of goods (in [metric tons /year]) between the actors. The generated spatial company distribution as well as the simulated supplier-consumer relationships are supposed to be constant during a simulation.
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Figure 10: INTERLOG models and course of the simulation

The nucleus of the object-oriented simulation framework – the market interaction module – models the process of market coordination. In the simulation module, various system parameters are endogenously simulated. The module consists of two classes of objects to be instantiated and then assigned:

The class transport contract bundles the pre-defined cargo objects to be loaded and unloaded at certain locations as well as numerous constraints (lot-size, delivery frequency, time windows, weight, compatibility, ordering). 

The dispatcher class accounts for coordination of the above-mentioned transport contracts through tour planning and realization of the transports in a constrained environment. The dispatcher executes tour planning on a daily basis, whereas decisions about acceptable transportation contract prices in calls for tender are supported by a database containing operations of previous planning periods. The dispatcher’s knowledge base gives information about unpaired transport flows or regular delivery dais of individual shippers. Through the simulated calls for tender in which shipper choose their forwarding companies.
Based on the day-to-day simulation results, the actors (specifically shippers and forwarders) are reassessing their decisions and behavioral pattern on supply frequencies, day-of-delivery constraints etc. This feedback loop unlashes a self-organization process. The transport markets are simulated as local markets with evolving relational network structures (Fig. 11). 
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Figure 11: Model of the transport markets with interaction networks

Based on the day-to-day simulation results, the actors (specifically shippers and forwarders) are reassessing their decisions and behavioral pattern on supply frequencies, day-of-delivery constraints etc. This feedback loop unlashes a self-organization process. The transport markets are simulated as local markets with evolving relational network structures (Fig. 11). 
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Figure 12: Design pattern of the freight transport model

The design pattern of the freight simulation system – as depicted in Fig. 12 – differs slightly from its passenger counterpart: 

First, there is a separation between the optimization environment containing the constraint solver and the level of the actors. To some extent, the long-term decisions are modeled in a more classical “If-Then-Approach”, whereas the solver-based decisions engines map the more combinatorial daily planning processes that are not explicitly addressed in the mesoscopic passenger model. 

Second, the variables describing these combinatorial transportation and logistics problems are expressed in form of sub-models (the dimension model mdim which is the counterpart to the virtual network, the dispatcher model md belonging to the forwarding agency and the shipper models ms). Through dynamically recombining these sub-models, the constraint solver could be set into the decision situation of any modeled actor. On the figure, for instance, the situation of “Forwarder 1” is extracted to the solver. By this way, the solver can simulate the respective decision-making. 

In summary, the INTERLOG model pragmatically merges several modeling and simulation techniques for simulating the emergence of transport logistics meso-structures
, i.e. relationship networks and regularly executed transportation operations such as fixed multi-actor tours of trucks. Using suitable aggregation operations, the aggregate behavior of freight transport systems are assessed - a behavior that is modeled in a consistent way, starting from relatively simple decisions of individual actors. CLP methods are just one of the applied techniques. Together with behavior heuristics, CLP is used to implement the decision engines simulating the dispatchers’ behavior.  

6 Comparison of both Conceptual Approaches

Though both models under consideration rely on constraint solving engines, they follow a different philosophy, mainly due to their different model objects – activity scheduling and transport planning. In a compact way, the following tables compare the two modeling approaches with respect to the underlying systems’ properties. 
Table 2: Comparison of the passenger and freight model – Part 1
	Criteria
	CLP Travel supply-demand expert system
	INTERLOG Freight simulation model

	Fundamental Properties of the mapped system
	Linear relationship between individual behavior patterns and the aggregate demand system behavior. 
	Network and scaling effects and resulting non-additivity. // Demand of commodity supply deduced from production statistics. 

	Function of CLP
	(i) Mapping of restricted choice sets of actors 

(ii) Assurance of consistency between micro behavior and system transitions

(iii) Questioning  for hypothetical service configurations
	(i) Mapping of restricted choice sets of actors,

(ii) mapping of combinatorial decision  making   

	Actors
	Household groups (public sector / transport companies  so far exogenously determined)
	Shippers, recipients, forwarders, hauliers

(physical infrastructure first exogenous)



	Primary Objective
	Understanding and prediction of short-/ medium-term travel demand behavior 
	Understanding and prediction of short/ medium-term behavior of freight transport and logistics systems. 

	Scope
	Multi-modal 

Inter-city / supra-regional trip-making 
	Inter-regional road freight transports


Table 3: Comparison of the passenger and freight model – Part 2
	Criteria
	CLP Travel supply-demand expert system
	INTERLOG Freight simulation model

	System’s representation 
	Mesoscopic 


	Microscopic

	Description of the Time-space problem 
	Households’ activity scheduling problem with:

(i) Budget / Capability Limits 

(ii) Agenda of required Trips

(iii) Medium-/Long-Term decisions
(iv) Need maximize to utility 
	En-tour pickup and delivery problem with time windows. “Hard” constraints (time-windows, frequency etc.) can change during simulation. 

	Optimization 

Goals
	Short-term:  activity scheduling // Medium-term: utility maximization of the expected program
	Short-term: transportation cost minimization // Medium-term: total logistics cost minimization

	Model dimensions
	Time, money, trip purpose, time slice, trip party size, mode and route choice options, trip frequency
	Time, length, load meters, weight, packaging platform type, packaging type, relationship network configuration 

	Model’s time steps
	Week and year and five-year period
	Days, weeks and years

	„Agreement Constraints“ between model-led variables and observations 
	Security “pegs”, taking into account some 15 to 20 per cent statistical errors of the data samples. 


	No used at an aggregate level. Only considered at a microscopic operational level, problem is considered as secondary, especially because of meso-structures in freight transport prevailing from simple micro-macro aggregation. 

	Sequence implementation
	Location patterns supposed as exogenously fixed at short- and medium-term planning
	Location patterns and freight flows supposed as exogenously fixed. Logistics planning interactive. 

	Actor-network interaction
	Evaluation of price and service levels through optimal path search and  computation of expected personal utility; Link load pattern determine transfer times
	Individual paths between loading and unloading points are stored at the network level. Paths and relating constraints can be updated from time to time.

	Model states after heuristic domain reduction
	According to the model design, long-term decisions are fixed for medium-term decision-making; and medium-term decisions are fixed for activity scheduling on a short-term basis;

Pricing and taxation policy applied and

infeasible mobility pattern are ruled out 


	Temporally fixed states:

Warehouse policy by producer-recipient relationship, awarded forwarder by producer-recipient relationship

States changing on a daily basis:

Assignment from orders to tours and variables describing tours (time windows, sequences, weight, volume ...). 

	Dealing with the underdetermination 

in the problem formulation
	Additional heuristics restricting the domains of the constraint variables resulting in system fluctuations. Some variables are not necessarily completely determined to one value.  The microscopic underdetermination and the fluctuations are accepted as long as certain statistical reliability is reached at an aggregate level. 


7 Conclusions

7.1 Achievements

In the late 1990ies, two branches of transport modeling have crystallized which are now used in parallel: The more macroscopic, sequential approach using results from regression analysis and statistical simulation techniques mapping the behavior of synthetic individuals. 

We demonstrated that Constraint Logic Programming (CLP) is a promising concept to re-unify these two approaches: A CLP approach allows for an increase of the models’ explanatory power by adding and coupling further resolution levels – i.e. to provide a meso- and micro-foundation of traditional models – while guaranteeing consistency – both internally and externally, i.e. the agreement with observations and factors of influence.  

In the passenger demand modeling sphere, the aggregation of individual trips of household (types) to O&D flows is rather straightforward, whereas in freight demand modeling a consolidation process at the level of logistics centers, forwarding agencies and carriers is needed in order to derive a resulting vehicle flow. 

This fundamental difference between these two types of transports is reflected in the design of the passenger and freight models: Whilst the passenger model focuses on the micro-macro consistency, the freight model also addresses detailed requirements of freight logistics through the employment of constraint rules and maps the solution combinatorial planning problems at a micro-scale. 

In effect, constraints become an attempt at capturing and explaining choice behavior phenomena in both passenger and freight transport. The study demonstrates that several well-known modeling approaches can be translated into the Constraint Logic Programming language. It can be stated that a declarative re-writing as CLP-based models generalizes existing transport models. Even probabilistic choice behavior can be incorporated for instance by approximating Logit curves. Both models use CLP-based decision engines to map individual behavior. Until the first publication (HEINITZ and LOCK 1998), the employment of constraint solving techniques for travel behavior modeling could not be encountered in the literature so far. 

7.2 Downsides

Having itemized the advantages of CLP, this approach has still a number of downsides which need to be addressed:

a) Speed: Solving of CLP problems is often a time-consuming task. In the absence of dedicated pruning algorithms, a near exhaustive search is required. Depending on the formulation of search goals, the solution process may be “misdirected” to “disfavorable” regions of the search space. Furthermore, the management of the domains of the constraint variables excessively consumes memory and CPU resources. On the other hand, CLP is most suited for fast feasibility checks and ad-hoc solutions, which can be improved and refined by meta-heuristics such as, for instance, genetic or learning algorithms. State-of-the-art optimization applications using CLP therefore do not only rely on declarative programming and propagation algorithms, but also integrate elements of imperative, object-oriented and linear programming. Through these meta-heuristics, behavior of individuals can be mapped in the most “reality-like” fashion.

b) Under- / Overdetermination: The constraint-solving process narrows the domains of decision variables inasmuch as the current set constraints is satisfied, resulting in an “uncertainty principle”: An ambiguous set of solutions may remain. As a consequence of this, aggregated indicator variables may become fuzzy intervals instead of being pinpointed to a specific value. With just one inconsistency, the constraint solving fails – but the detection of the inconsistency in the model is a problem for itself. There is no a-priori solution path, which avoids overdetermination. As a way out, the restrictions are stepwise imposed to the variables and intermediate results are stored. This procedure is slowing down the modeling progress considerably. The employment of a meta-framework of automated testing and backtracking and / or partial constraint satisfaction would be useful.
c) Data-hungriness: In contrast to the well-established functional models, the declarative model is knowledge-intensive – and therefore data-hungry. The typical lack of empirical data is even more dramatic when using CLP. Domain knowledge for new constraint relations has to be acquired e.g. from cross-sectional and longitudinal surveys such as the INVERMO project (Chlond 2000). In passenger transport this has proved to be far easier than in freight.

7.3 Summary and Outlook

CLP is a promising way to overcome the counter-productive conventional forecasting paradigm and to offer new possibilities to formulate transport models in a more consistent way. CLP can thereby help to solve some classical problems in transportation modeling. CLP as a modeling technique allows the expression of meaningful constraints assuring micro and macro consistency as well as restricted choice sets of individuals. The search for solutions is then conducted through decision engines that are disassociated from the problem statement giving a behavioral foundation of the computed microscopic and mesoscopic system states. 

Though the spatial-temporal freight transport problem has a different nature than its passenger travel counterpart, these two specimen of successful model implementation for both cases have been provided in this overview. These models shall not be regarded as a new third alternative to sequential macroscopic models or to simulation approaches. Attempting to generalize the sequential and “compartmentalized” methods, this approach rather allows for the pragmatic incorporation and combination of methodological elements of both of them –while assuring a certain degree of consistency between the macroscopic, disaggregate and microscopic levels.  CLP thereby answers a current challenge in transportation modeling and bridges a widening gap between the more and more ambitious scientific models and rather pragmatic needs in decision support to both transport companies and authorities. In fact, it is also a proposition to overcome the noticeable division into a more “econometrics-oriented” and a “simulation-oriented” research stream – as practical CLP model applications have been freely combining these methods for decades.
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� The concept of meso-structures describes the fact, that transport logistics networks combine shipments from different shipper-recipient relationships on one tour. The emergence of hub&spoke systems could be considered a extension of this concept.  The concept of meso-structures originated from Prof. Sjöstedt. 
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