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ABSTRACT 
The objective of this paper is to investigate the prevalence of observed and unobserved heterogeneity in tastes influencing shippers’ mode choice behaviour. The study is based on data from a stated preference exercise undertaken in Java, Indonesia. The data were analysed using a mixed logit model, capable of accommodating random taste heterogeneity and panel effects associated with the stated preference data collection method. The results indicate the presence of significant levels of taste heterogeneity, only some of which can be accounted for by conventional commodity-type based segmentations. The analysis goes on to apply latent class methods to identify behaviourally homogeneous segments. This segmentation turns out to depend not only on commodity type but also a number of other attributes describing the shipper. The implications of these findings are discussed.
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1. INTRODUCTION
Over the past decade considerable progress has been made in the characterisation of unobserved taste heterogeneity in travel choice behaviour. However, almost all this work has focussed on choice behaviour related to personal travel, with very little consideration being given to the behaviour of the various decision making agents involved in the freight industry. One factor that may account for the relative under-development of work in this area is the far greater complexity of freight transport systems, which results from the enormous diversity of commodity and firm characteristics that is a feature of the freight industry. Moreover, in contrast to passenger transport, freight choice behaviour is typically not concentrated in a single agent but rather distributed jointly over multiple individuals and firms in a logistics chain, each element of which is endowed with particular policies and specialists from different background. 

In an attempt to explain the complex freight agents’ behaviours, many previous studies have emphasised the importance of taking heterogeneity into account. The term ‘taste heterogeneity’ refers situations in which different decision making agents take into account different factors or take the same factors into in different ways that others. Two approaches have been used for representing the variations in tastes across individuals (Ben-Akiva and Lerman, 1985). The first is to segment the freight transport market based on industrial activities or on consignment commodity types. The most common approach in the literature is to partition the data into a fixed number of segments using particular industrial-demographic or shipment variables (exogenous market segmentation). Although this approach is easy to implement and interpret, only some of the relevant heterogeneity can be captured, since identifying segments that are behaviourally homogeneous (based only on a prior assumption) is often impracticable. An alternative approach to segmentation is to seek to identify behaviourally homogeneous segments directly from the data (endogenous market segmentation), where the latent class model is the dominant approach. The latent class can be viewed as a special case of the wider class of mixture models, based on a logit kernel (Train, 2003) in which the mixing distribution is discrete and membership of each category of the mixture distribution depends on observable variables. 

Despite the availability of these modelling tools to assist in the characterisation of taste heterogeneity, almost all the empirical work conducted to date on freight choice behaviour has used models such as the multinomial logit and nested logit models which assume homogeneity of behaviour within given industrial or commodity segments. Applications of more flexible model structures have been almost exclusively confined to the context of passenger transport (Hess et al., 2005). 

Both modelling strategies, each of which has its own advantages and disadvantages, offer alternative ways to capture the unobserved heterogeneity. Against this background, the objective of this paper is to present an analysis of the observed and unobserved heterogeneity in tastes that influence the mode choice of shippers using both modelling approaches based on a stated preference dataset collected in Java, Indonesia. The remainder of this paper is structured as follows. The next section begins with a brief review of previous studies focusing on freight mode choice modelling (Section 2). This is followed by an overview of the modelling approaches used (Section 3) and a description of the data used (Section 4). The results are then presented and discussed (Section 5). The paper finishes with a summary and conclusions (Section 6).

2. FREIGHT MODE CHOICE MODELLING
Most early freight mode choice models were based principally or exclusively on the direct comparison of shipment costs (Cunningham, 1982; McGinnis, 1989). The crucial disadvantage of this approach is that it ignores important non-cost factors such as service quality. During the 1970s, as the complexity of logistics operations increased and non-cost factors became important market factors, more attention began to be paid to integrating service quality and other factors into the modelling of freight mode choice and several studies concluded that service attributes were more important than cost/freight rates in determining mode choice (Craig, 1973; Gray, 1982; Wilson et al., 1986). From the 1980s onwards, random utility models (RUM) were increasingly used for analysing freight transport choice decisions and increasing efforts were made to extend further the range of factors allowed to potentially influence choice outcomes (i.e. transport/non-transport cost, behavioural and logistical attributes). The most widely used model form was the multinomial logit (MNL) (Catalani, 2001; Golias and Yannis, 1998; McGinnis et al., 1981; Nam, 1997; Wilson et al., 1986). 

Despite the popularity of the MNL model, a number of researchers recognised that, in virtue of its independence from irrelevant alternatives property, it imposes potentially unrealistic limitations on the nature of the choice processes it could accommodate. In an attempt to address this problem, Jiang et al. (1999) proposed the use of a nested logit (NL) model, in which all for-hire modes were assembled within the same nest, separated from an own-account mode. To relax another restricted assumption of the MNL model, the Heteroscedastic Extreme Value (HEV) model has been used in a number of freight mode choice applications (Holguin-Veras, 2002; Norojono and Young, 2003). This model allows for different scales of error to be associated with different alternatives and produced improved results compared to MNL and NL models. 

The MNL and NL models also assume that the tastes underlying choice behaviour are homogenous. A number of studies have sought to account for heterogeneity in tastes by segmenting the market on the basis of industrial activities or commodity types (exogenous segmentation). One of the earliest studies of this type was conducted by McGinnis et al. (1981). Using the MNL model for analysing modal usage patterns of shippers, the research revealed that many of variables used vary among shippers clustered by their industrial activities rather than among modes. Nam (1997) applied the MNL model and market segmentation procedure to investigate the variations in taste among freight agents grouped by commodity. With the same approaches, Golias and Yannis (1998) analysed a Stated Preference (SP) dataset segmented by type of operator and final destination. 

However, none of these studies attempted to account for unobserved heterogeneity across agents either by using model structures with random taste variations or by representing models in a probabilistic fashion based on the segmentation variables (endogenous segmentation). Studies applying the mixed multinomial logit (MMNL) and related modelling approaches that permit the representation of random taste heterogeneity in the context of freight mode choice are still at an early stage (Kang-Soo, 2002). A number of important application issues that have come to light in passenger transport applications (Hensher and Greene, 2003; Hess et al., 2006a; Train and Sonnier, 2005) have yet to fully explored in the context of freight mode choice. 

In the case of a latent class model, almost all applications have been found in the field of marketing and psychology (Boxall and Adamowicz, 2002; Chintagunta et al., 1991; Kamakura and Russell, 1989). In transport demand analysis, relatively few attempts have just been made to represent the taste variations using this systematic segmentation. In the context of inter-city passenger mode choice, Bhat (1997) proposed an approach allowing the estimation of endogenous taste segments, based on observable characteristics of travellers. More recently, a number of studies sought to compare discrete mixture and latent class approaches to more conventional continuous mixture approaches (Greene and Hensher, 2003; Hess et al., 2006b). Each of these approaches has particular strengths and weaknesses. While the continuous mixture model enables in principle a fine-grain characterisation of taste heterogeneity across a population, it requires a well-specified choice of the mixing distribution and a simulation-based estimation. By contrast while the discrete mixture/latent class model provides only a coarser grain characterisation of taste heterogeneity, it permits greater flexibility in the shape of the mixture distribution and does not require simulation based estimation. To gain advantages of both worlds, a combination of these approaches has been purposed (Ben Akiva et al., 2002; Lee et al., 2003). However, this work has overwhelmingly concentrated on passenger transport demand, The only instance known to the authors of these techniques being applied in freight transport demand is the study of Gopinath (1995), who attempted to capture the heterogeneity by categorising classes regarding shippers’ sensitivity on service attributes conditional on shipper characteristics. Such approach is however appropriate for modelling the shipper behaviour where the available data are fully rich. Contrastingly, in an absence of specific information, the latent class model can be used to identify different characteristics of freight agents (i.e., own-account and hired shippers) based on the inequality in tastes on services (de Jong et al., 2004).

3. MODEL SPECIFICATIONS
In random utility theory, an individual decision maker i is assumed to select the alternative a with the highest utility Ui(a) from amongst available alternatives in a choice set Ci. However, because of modelling uncertainty, the decision makers’ utility cannot completely be observed. It is consequently decomposed into an observable component Vi(a) and an unobservable component (i(a), which can be expressed as;
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where xia is a vector of the measurable attributes characterising alternative a given by individual i, si is a set of socio-economic attributes of the individual i that may also affect utility and βi is a vector of parameters called tastes of the decision maker i. 

With different assumptions regarding error structure, a wide range of discrete choice models in the family of RUM can be created. In freight and passenger transport applications, the most widely used model, the MNL model, is derived by assuming that the error terms for all decision makers i and alternatives a are independently and identically distributed (IID) following a type I extreme value distribution. Then, a form for the choice probability can be expressed as:
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Under the IID assumption, the model displays the Independence from Irrelevant Alternatives (IIA) property, leading to restrictive substitution patterns and inappropriate results in many cases (Ben-Akiva and Lerman, 1985; Train, 2003). In recent years, a number of more flexible model forms have been introduced to relax the IID assumption on the error components. These models can be categorised into three classes by the following relaxing approaches (Bhat, 2002); (a) relaxing the assumption of independent distribution (e.g. Generalised Extreme Value; GEV), (b) relaxing the assumption of identical distribution (e.g. HEV) and (c) relaxing the assumption of independent and identical distribution (e.g. Probit and MMNL). In this paper, aside from the basic MNL, only the analysis of the MMNL in the third group is presented.


The MMNL model is derived from the recognition that there would be correlation in unobserved information which can be estimated. In consequence of this, the error component is partitioned into an unsystematic part (i(a) (i.e. the random term which is IID for all individuals i and alternatives a) and a systematic part (i (i.e. the random term whose distribution is characterised by parameters relating to choice alternatives a, decision makers i or other factors y). The utility function from equation (1) can then be rewritten as;
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where ( is a vector of parameters that describe the density of distribution (e.g. mean and standard deviation contained in the vector (i), meaning that (i can take any form of distribution. Given that, the corresponding choice probability of the MMNL model will be presented as an integration of logit formula over all values of (i weighted by a density function of (i (Hensher and Greene, 2003), which can be expressed in the general form as:
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where L((i) is a logit choice probability conditional on a vector of parameters (i that are jointly distributed with density f((i|(). A particularly useful formulation of the MMNL occurs when the random term (i is systematically related to the taste parameters βi. This leads to the so called random parameters formulation of the MMNL, which can be used to accommodate unobserved heterogeneity in tastes. It is this version of the MMNL model that we will use in the analysis presented in this paper. 


Various specifications of the mixing density f((i|() can be identified for dealing with different patterns of the taste heterogeneity across individuals. Conventionally, continuous mixing distributions such as the normal, lognormal or Johnson’s SB have been used but discrete distributions can also in principle be used. The latent class model is a particular case of such a discrete mixture approach in which we assume that there are S underlying taste segments in the population and that each individual i belongs to a particular segment s (s = 1, 2, …, S) with the probability Pis . Each individual in segment s is assumed to have identical tastes βs. The probability Pis is normally treated as a function of socio-demographic or trip characteristics. Then, the choice probability from equation (2) can be written as;
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Also, in an application of latent class analysis, the appropriate number of segments (S) has to be determined. Two procedures have been regularly used (Bhat, 1997; Boxall and Adamowicz, 2002); Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC). The model specifications are;
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where LL(β) is the log-likelihood value at convergence, p is the number of parameters estimated and N is the number of individuals. The most appropriate number of classes is usually the one that provides the minimum value of these measures.

4. DATA DESCRIPTION
The analysis presented in this paper is based on a SP dataset originally collected by Norojono and Young (2003). The surveys were conducted in the period of 1998-1999 from a sample of 186 shippers in Java, Indonesia. These respondents were randomly selected to represent shippers dealing in four commodities (non-perishable food, leather, textile and electronics) and all were familiar with both road and rail freight transport. Each shipper responded to eight SP replications by selecting between three alternative modes (small truck, large truck and rail) for the movement of a given consignment. These hypothetical choice situations were defined by different combinations of six contextual variables, comprising travel distance, shipment size, frequency of delivery, commodity value, containerisation and trip destination
. Each modal alternative was characterised in terms of delivery time, transport cost
 and measures of service quality (i.e. reliability, safety, truck condition, travel route, rail terminal access and train formation) and service flexibility (i.e. time of departure, flexibility of service and responsiveness to problem). Then, shippers had to rate their responses on quality of services and flexibility of services
 that were influenced by those explanatory attributes
. Based on scales shippers gave for these attributes and a combination of cost and time, they finally stated their chosen alternative. 

5. EMPIRICAL ANALYSIS AND RESULTS
From our preliminary tests, we found that quality and flexibility should be defined as generic attributes while cost and time should be specific to each alternative. Note that estimated values of Alternative Specific Constants (ASCs) were not statistically significant in all specifications tested. Therefore, a total of 8 parameters were estimated for the MNL model. Unlike GEV models, the choice probabilities of the MMNL model are not available in a closed-form. The estimation must be achieved by the use of simulated likelihood methods. In this study, all empirical results were obtained using BIOGEME (Bierlaire, 2003). Also, the NLOGIT (Greene, 2002) was mainly used for the latent class analysis. Both programmes provide the very similar results based on the MNL and MMNL models.

5.1 Complete Dataset

The results of estimating MNL and MMNL models on the complete dataset are reported in Table 1. Parameters that were not statistically different from zero at a 0.25 significance level were excluded from the model. The MNL model fits the data quite well (ρ2 = 0.457) and all parameters have the expected signs (i.e. positive utilities for increases in quality and flexibility, but negative utilities for increases in cost and time). All six contextual variables were tested, but only two of them are significant. The cargo variable relating to the small truck indicates a decrease in utility for the use of container for small truck
. For the value variable which is specific to the large truck, the positive parameter indicates the preference on large truck for the shipment of high value commodity. These results are in general consistent with those presented in Norojono and Young (2003).
TABLE 1
To explore the presence of taste heterogeneity using the MMNL model, various possible model specifications characterised by different generic and restricted attributes were fitted. All these specifications assumed that the taste parameters are normally distributed random variables across the sample of shippers. Note that the MMNL model also accounted for the repeated choice situations, in which all tastes of attributes varied across freight agents but were constant over the choice situations presented to each agent. In terms of model fit, with 5 additional parameters, the use of MMNL model leads to a significant improvement in log-likelihood (LL) over the MNL model by 95.86. This respectively equates to likelihood ratio test values of 191.72, indicating that the MNL is strongly rejected in favour the MMNL. 
The final model specification shows similar results to those from the MNL model, although there are some minor changes in the ratio of service to cost and time as the MNL model seems to overestimate the values of the tastes on service than those of cost and time. The major finding from the application of the MMNL concerns the prevalence of taste heterogeneity. From the results shown in the second part of Table 1, we can reject the null hypothesis that standard deviation of tastes with respect to the attributes are zero even at a 0.01 significance level, except in the case of travel time for large truck and cargo. These results imply that there is a substantial amount of taste heterogeneity among freight agents with respect to these attributes. 
The presence of this substantial level of taste heterogeneity is to be expected since the complete dataset aggregates together shippers dealing in a variety of different commodities and it is to be expected that these shippers will display tastes that reflect the different requirements and market conditions prevailing for each commodity. In the next section, we therefore investigate to what extent this heterogeneity is affected by segmenting the sample by commodity group. 
5.2 Data Segmented by Commodity

For applying the MNL and MMNL models, the complete data were divided into commodity segments according to the principal commodity handled by each shipper. This resulted in 4 commodity segments corresponding to non-perishable food (69 companies, 552 observations), leather (15 companies, 120 observations), textile (45 companies, 360 observations) and electronics (57 companies, 455 observations). MMNL models (accounting inter alia for the repeated choice observations on the same agent) were estimated separately for each commodity segment. As a basis for comparison, a MNL model was also fitted to the data from each commodity segment. The results are shown in Table 2. As with the analysis of the complete dataset, parameters that were not statistically different from zero at a 0.25 significance level were excluded from the model. 
TABLE 2

The general pattern of the MNL results is similar to those observed in the case of the complete dataset. Given that, quality and flexibility attributes consistently emerge as significant, but cost and time attributes vary in importance across different commodity segments. In particular, shippers of electronics are not sensitive to cost and time and shippers of leather goods are also insensitive to cost and only moderately sensitive to travel time (by train). Also, there are different tastes on contextual attributes among these commodity groups. The negative values of cargo related to small truck indicate a decrease in utility of small truck for food and textile shippers. If food shippers transport their consignment more frequent (3-7 times per week), they prefer to choose small truck. Value of the commodity related to large truck is much concerned by electronics shippers. There are contrast tastes on the destination of small truck across commodity groups. 
The most striking feature of the results of the MMNL models is that, notwithstanding the segmentation by commodity, there is evidence of substantial residual random heterogeneity in tastes within each commodity segment, particularly in the attributes describing service quality and flexibility. The accommodation of taste heterogeneity within commodity segments leads to significant improvements in model fit in all segments. For example, from the textile commodity group in Table 2, the introduction of 3 random parameters in the model increases in the LL by 28.77, which is strongly significant. The inclusion of taste heterogeneity within commodity segments also significantly affects the estimates of the mean effects of cost and time and service attributes, leading to an increase of 30-100% in the former and 20-50% in the latter.
To take account of this considerable amount of residual heterogeneity remaining within each commodity segment, the analysis goes on to apply a latent class model, which is capable of identifying homogeneous segments based on their members’ actual behaviours.
5.3 Latent Class Analysis

The results in Tables 2 indicate that the conventional exogenous segmentation approach, based on commodity type, does not fully accommodate all the taste heterogeneity in the data. Thus, a series of latent class models were developed to identify behaviourally homogeneous segments. Initially, we attempted to represent this pattern of heterogeneity based purely on shippers’ behaviours without considering the commodity type that shippers are relevant. With the limitation of shippers’ characteristic/attitude information
, the contextual variables describing the shipment characteristics were considered for being used as the market segmentation variables. Using the same specification of the utility function
 as in the MNL and MMNL analysis, various combinations of these six variables for increasing values of segments S were estimated. The estimations also accounted for the repeated choice observations from the same freight agent. However, to achieve the statistically significant results, not all of these contextual variables can be included in the model. Thus, in an attempt to describe the shippers’ behaviour in each segment regarding these variables, apart from the AIC and BIC values, the models were also evaluated based on the statistical significance of each segment variable (i.e. a 0.25 significance level for at least one segment). As a result, the three-segment case using commodity value, use of container and frequency of delivery as the segmentation variables was selected
. 

The estimation results for the three-class model are reported in Table 3. Almost all the parameters have signs that are consistent with prior intuition (and those of the MNL and MMNL models). Differences in the influences on segment membership and tastes across the segments are noticeable. The latent class 1 is constituted with agents being highly sensitive to all given attributes. This seems to be reasonable as the agents in class 1 are likely to have the highest satisfaction levels for shipping the high-value commodity with more frequent delivery. For the other two segments consisting of shippers with lower sensitivity for overall attributes, the considerable difference in taste between two classes can be indicated on the quality and flexibility of services. Shippers in the latent class 2 (who prefer to transport their products using the container) are more sensitive to service quality than service flexibility; in which the service quality can be linked to truck condition. Meanwhile, the class-3 shippers (who tend to relevant to less frequent shipments without the use of container) are sensitive to service flexibility than service quality. This situation can be implied that for the shippers who transport their products 1-2 times a week, only one failure to response to their need would mean a lot to them.
TABLE 3
According to the results of the latent class application, it is apparent that the model is able to systematically accommodate the heterogeneity in taste of shippers and reasonably relate this pattern of such heterogeneity to agents’ consignments. Following that, to take into consideration the type of commodity, the dummy variables of the commodities were used as segment membership variables
. All contextual variables were still included in the estimations. As in previous application, parameters that were not statistically different from zero at a 0.25 significance level were excluded from the model. It should be noted that this condition was not applied to the commodity dummy variables since we need to examine the relevance of which behavioural segment they represent. Supported by the comparison results of AIC and BIC statistics
, two-class model was finally determined as the optimal solution. The estimation results are summarised in Table 4.

TABLE 4
From the results, almost all descriptive attributes for alternatives have the expected signs. Variations in tastes and parameters associated with shippers can be clearly identified across segments. While segment one is constituted with shippers who are highly sensitive to all alternative attributes, segment two is endowed with shippers having relatively low sensitivities for all given attributes. In addition, it is obvious that these homogeneous segments were behaviourally classified based mainly on several consignment characteristics rather than commodity types. As seen from their significance levels, almost all commodity parameters failed at the 0.25 significance level, except for electronics; in which the variable is likely to correlate with the value of commodity. This empirical evidence suggests that the traditional commodity-type based segmentation is unable to fully accommodate the heterogeneity in shippers’ mode choice behaviour. Though, the type of commodity that firms transport rarely influence on the actual behaviour they perform, combinations of descriptive variables of this commodity factor seem to be able to account for such behaviour. Thus, it is insufficient to account for heterogeneity in tastes by segmenting the data using only one particular variable since the behaviourally homogeneous segments cannot be achieved.
6. CONCLUSIONS
The paper has explored a number of alternative MNL, MMNL and latent class models to describe mode choice behaviour of shippers, using data from a stated preference experiment. The application of the MMNL model enables us to reveal the existence of significant amounts of taste heterogeneity amongst shippers, especially in relation to service attributes. The traditional way of accommodating such heterogeneity in studies of freight mode choice has been to segment the data by commodity type. However, our results indicate that although there are significant differences in tastes between commodity segments, a substantial amount of residual heterogeneity remains within each commodity segment. 

With this evidence, the analysis goes on to apply the latent class model in order to investigate the reliability of homogeneity in each segment based on the commodity type. In contrast to the commodity-type based segmentation, this method is able to identify behaviourally homogeneous segments. The results of the latent class models proved that the choice behaviours that shippers performed do not much depend on the commodity type they are concerned with. Therefore, using this particular factor for segmenting the data is an inappropriate way to account for taste heterogeneity.
Additionally, as being argued by many researchers, the MMNL model only accounts for the taste heterogeneity without providing any further explanatory information of such variations. Nevertheless, it should not overlook the fact that in our application the MMNL model is able to provide the statistical results proving the existence of residual taste heterogeneity across shippers in this dataset. Facilitated by this indicator, the situation where the modelling improvement over single-class model is required can be confirmedly located. By using the latent class analysis, the patterns of such heterogeneity can be systematically related to characteristics of the choice situation and characteristics of the shippers. Therefore, both models should be used for supporting to each other. Freight modellers should pay more attention to the possibility of residual taste heterogeneity and attempt to systematically find out the reasons of such heterogeneity in their modelling. Future work will extend the analysis in a number of ways; e.g., the implications of interdependencies in the decision making of different agents in the supply chain. 
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TABLE 1: Parameter Estimates for the Overall Dataset Using the MNL and MMNL Models
	Variable
	MNL
	MMNL

	
	Value
	t-test
	Value
	t-test

	Cost (ST)
	μ
	-0.0010
	-1.54
	-0.0017
	-1.71

	
	σ
	 
	 
	0.0024
	2.56

	Time (LT)
	μ
	-0.0391
	-2.70
	-0.0707
	-2.91

	
	σ
	 
	 
	 
	 

	Time (TR)
	μ
	-0.0683
	-3.63
	-0.1355
	-4.03

	
	σ
	 
	 
	0.1130
	4.49

	Quality
	μ
	0.8989
	16.80
	1.5143
	9.55

	
	σ
	 
	 
	0.9061
	6.26

	Flexibility
	μ
	0.8070
	14.01
	1.5492
	9.41

	
	σ
	 
	 
	0.8615
	8.16

	Cargo 
	μ
	-0.2623
	-1.66
	-0.4369
	-1.42

	
	σ
	 
	 
	 
	 

	Value
	μ
	0.4723
	3.53
	0.7297
	2.98

	
	σ
	
	
	0.7702
	2.21

	Est. Parameters
	
	7
	12

	Final LL
	
	-879.83
	-783.97

	Adjusted ρ2
	
	0.4571
	0.5128


Note: ST = small truck, LT = large truck and TR = train 

TABLE 2: Estimation Results of MNL and MMNL Models for Different Commodity Groups
	Attributes
	Food
	Leather
	Textile
	Electronics

	
	MNL
	MMNL
	MNL
	MMNL
	MNL
	MMNL
	MNL
	MMNL

	Cost (ST)
	μ
	-0.0042 (-3.45)
	-0.0068 (-3.93)
	
	 
	
	
	 
	 

	 
	σ
	
	0.0027 (4.01)
	
	 
	
	
	 
	 

	Cost (TR)
	μ
	-0.0016 (-4.55)
	-0.0023 (-4.67)
	
	 
	-0.0014 (-5.17)
	-0.0020 (-4.15)
	
	 

	 
	σ
	
	
	
	 
	
	
	
	 

	Time (LT)
	μ
	-0.0351 (-1.69)
	-0.0702 (-2.70)
	
	 
	-0.0643 (-3.38)
	-0.1028 (-3.69)
	
	 

	 
	σ
	
	
	
	 
	
	
	 
	 

	Time (TR)
	μ
	
	
	-0.0629 (-1.61)
	-0.0862 (-1.25)
	
	
	 
	 

	 
	σ
	
	
	
	0.1564 (1.89)
	
	
	 
	 

	Quality
	μ
	0.9446 (11.55)
	1.2910 (6.81)
	1.0840 (5.10)
	1.4482 (4.28)
	0.7991 (7.66)
	1.4747 (4.45)
	0.9446 (8.38)
	1.7504 (5.49)

	 
	σ
	
	0.6524 (4.20)
	
	
	
	0.8987 (4.22)
	
	1.1168 (5.09)

	Flexibility
	μ
	0.7664 (8.94)
	1.1332 (6.38)
	1.1933 (5.03)
	1.4802 (4.17)
	0.7037 (6.04)
	1.4069 (5.16)
	0.9640 (8.43)
	1.8606 (6.09)

	
	σ
	
	0.5125 (3.80)
	
	0.4787 (1.47)
	
	0.8747 (4.58)
	 
	1.1286 (4.92)

	Value
	μ
	
	
	
	
	
	
	0.5687 (2.59)
	0.8150 (2.05)

	
	σ
	
	
	
	
	
	
	
	

	Cargo
	μ
	-0.4591 (-1.74)
	
	
	
	-0.7443 (-2.50)
	-1.3435 (-2.85)
	
	

	
	σ
	
	
	
	
	
	
	
	

	Destination
	μ
	0.9217 (2.98)
	1.1296 (2.11)
	1.1859 (2.84)
	1.5395 (2.96)
	-1.0475 (-3.43)
	-1.6965 (-2.61)
	
	

	
	σ
	
	 
	
	
	
	1.9231 (2.42)
	
	

	Frequency
	μ
	0.7934 (3.07)
	0.6824 (1.63)
	
	
	
	
	
	

	 
	σ
	
	
	
	
	
	
	
	

	Est. Parameters.
	8
	10
	4
	6
	6
	9
	3
	5

	Final LL
	-303.26
	-285.79
	-55.09
	-51.53
	-212.55
	-183.78
	-271.05
	-234.94

	Adjusted ρ2
	0.4867
	0.5122
	0.5518
	0.5636
	0.4474
	0.5126
	0.4518
	0.5200


Note: ST = small truck, LT = large truck, TR = train and (…) = t-test value

TABLE 3: Parameter Estimates for the Overall Dataset Using the Latent Class Model
	Variable
	Segment 1
	Segment 2
	Segment 3

	
	Value
	t-test
	Value
	t-test
	Value
	t-test

	Level-of-service variable
	
	
	
	
	
	

	Cost (ST)
	-0.0090
	-5.91
	0.0008
	0.87
	0.0002
	0.28

	Time (LT)
	-0.2067
	-5.30
	0.0054
	0.22
	0.0401
	1.62

	Time (TR)
	-0.2606
	-5.28
	0.0129
	0.40
	-0.1147
	-3.78

	Quality
	3.3754
	10.13
	0.6124
	12.95
	0.3954
	7.59

	Flexibility
	3.1158
	9.94
	0.2537
	6.02
	0.8146
	14.79

	Segment variable 
	
	
	
	
	
	

	Constant
	-0.0434
	-0.11
	-0.7865
	-1.20
	
	

	Value
	0.0312
	0.07
	-2.3364
	-2.81
	Base Segment

	Cargo 
	0.5176
	1.20
	1.3845
	2.06
	
	

	Frequency
	0.9051
	2.10
	0.8713
	1.26
	
	

	Final LL
	
	-765.72
	

	Adjusted ρ2
	
	0.5276
	


Note: ST = small truck, LT = large truck and TR = train
TABLE 4: Estimation Results of the Latent Class Models Accounting for Commodity Types
	Variable
	Segment 1
	Segment 2

	
	Value
	t-test
	Value
	t-test

	Level-of-service variable
	
	
	
	

	Cost (ST)
	-0.0079
	-6.26
	0.0003
	0.57

	Time (LT)
	-0.1877
	-5.62
	0.0224
	1.40

	Time (TR)
	-0.2279
	-5.48
	-0.0524
	-2.73

	Quality
	2.8854
	12.34
	0.4842
	15.14

	Flexibility
	2.6330
	12.13
	0.4786
	17.99

	Segment variable 
	
	
	
	

	Constant
	-0.2530
	-0.57
	
	

	Leather
	-0.6020
	-0.85
	
	

	Textile
	-0.5395
	-1.12
	
	

	Electronics
	0.8346
	1.75
	Base Segment

	Size
	-0.4695
	-1.23
	
	

	Value
	0.7567
	1.91
	
	

	Frequency
	0.6919
	1.86
	
	

	Final LL
	-784.52

	Adjusted ρ2
	0.5170


Note: ST = small truck, LT = large truck and TR = train
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� These are all dummy variables; distance (300 km: 0, 600 km 1), frequency (1-2 times/week: 0, 3-7 times/week: 1), size (less than truck load: 0, greater than truck load: 1), value (75000 Rupiah: 0, 150000 Rupiah: 1), cargo unit (non-container: 0, container: 1) and destination (domestic: 0, export: 1)


� Rates for both cost (Rupiah/ton/km) and time (hours) vary from 20% higher to 10% lower than average present rates.


� This was based on a semantic scale from 0 (very bad) to 9 (excellent)


� The analysis of explanatory attributes using MNL and MMNL models can be found in Arunotayanun and Polak � ADDIN REFMGR.CITE <Refman><Cite ExcludeAuth="1"><Author>Arunotayanun</Author><Year>2007</Year><RecNum>ARUNOTAYANUN2007</RecNum><IDText>Taste Heterogeneity in Freight Shippers&apos; Mode Choice Behaviour</IDText><MDL Ref_Type="Conference Proceeding"><Ref_Type>Conference Proceeding</Ref_Type><Ref_ID>ARUNOTAYANUN2007</Ref_ID><Title_Primary>Taste Heterogeneity in Freight Shippers&apos; Mode Choice Behaviour</Title_Primary><Authors_Primary>Arunotayanun,Kriangkrai</Authors_Primary><Authors_Primary>Polak,John W.</Authors_Primary><Date_Primary>2007</Date_Primary><Keywords>taste heterogeneity</Keywords><Keywords>Mode Choice</Keywords><Keywords>Mixed</Keywords><Keywords>Mixed multinomial logit model</Keywords><Keywords>Multinomial</Keywords><Keywords>multinomial logit model</Keywords><Keywords>logit</Keywords><Keywords>logit model</Keywords><Keywords>MODEL</Keywords><Keywords>random taste heterogeneity</Keywords><Reprint>Not in File</Reprint><Periodical>the 86th Annual Meeting of the Transportation Research Board</Periodical><Pub_Place>Washington, D.C</Pub_Place><Date_Secondary>21-25 January</Date_Secondary><Web_URL_Link1><u>D:\My Task\AftTransfer\Conference\Arunotayanun_Polak_FreightModeChoice_TRB_final.pdf</u></Web_URL_Link1><ZZ_JournalFull><f name="System">the 86th Annual Meeting of the Transportation Research Board</f></ZZ_JournalFull><ZZ_WorkformID>12</ZZ_WorkformID></MDL></Cite></Refman>�(2007)�.


� The physical specification of small truck provided in this survey is able to serve the consignment transported in the container unit.


� The type of commodity is only the factor characterising shippers, which is available for this dataset. 


� All possible specifications were also examined, but none of these provided significant results.


� The AIC values for two, three and four segments were 1606.48, 1577.44 and 1567.72, respectively. The BIC values for two, three and four segments were 825.82, 825.81 and 835.47, respectively.


� The food dummy variable was used as a base segment due to the model normalisation during estimation.


� The AIC values for 2, 3 and 4 segments were 1603.03, 1590.24 and 1550.98, respectively. BIC values for 2, 3 and 4 classes were 828.94, 841.89 and 854.52, respectively.
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