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Abstract:
This paper evaluates the extent to which nonlinearities occur in discrete choice attribute valuations. If nonlinearities do exist and are not accounted for, this may lead to inaccurate demand forecasts and miscalculated welfare benefits. The data used comes from a stated preference (SP) experiment involving motorists’ route choice and includes attributes relating to time and cost expressed as absolute amounts. The findings of this study indicate that individuals perceive SP attributes as either gains or losses on their current travel characteristics. It is these perceived gains and losses that are the main source of nonlinearities.

1. INTRODUCTION

Discrete choice attribute valuations play a central role in today’s transport planning practices. Both behavioural modelling and scheme appraisal techniques rely heavily on these values as inputs. The value of travel time, for example, is typically assumed to be equal to the marginal rate of substitution between time and cost attributes. Mackie et al. (2001) state that around 80% of the monetised benefit of major road schemes comes from travel time savings. Welch and Williams (1997) also cite a wide range of studies, both local and national, where predicted travel time savings were used to justify scheme implementation. Trade-offs between time, cost and other factors are also used for modelling mode, destination and route choices. Of particular significance in transport planning is forecasting how individuals will respond to changes on their current situation (e.g. an increase in fare, introduction of a new mode/route, etc.). Predicted responses to these changes can play a decisive role in the decision to implement major infrastructural projects. It is therefore fundamental to both appraisal and modelling outputs that we accurately estimate these values. The importance of discrete choice attribute valuations can also be inferred from the great number of studies that have been undertaken in this area (see for example Wardman, 2004 for a review). 

Transport planning practice almost invariably assumes that choice attributes have a constant unit valuation. This is despite the fact that neoclassical economic theory, i.e., diminishing marginal utility (DMU), suggests otherwise. Alternative decision theories such as reference dependent preference (RDP) theory (Tversky and Kahneman, 1991), also suggest that the valuation of an attribute can be non-constant. However, the rationale for RDP theory differs from that of DMU, leading to different behavioural implications for both. Other issues such as respondent heterogeneity and the type of preference elicitation technique used may also influence the degree to which nonlinearities occur. 

Consequently, there has been a growing interest in examining whether the unit valuations of choice attributes are constant (e.g. Mackie et al., 2003), although research into the area and the dissemination of results remains relatively limited. The research that has been conducted has also tended to focus on a single possible cause for these nonlinearities and may therefore have confounded the effects of the various possible sources mentioned above.  

The purpose of this study is therefore to establish the extent of nonlinearities in the valuations of a range of travel time and cost attributes. If nonlinearities are found, we will attempt to identify their underlying causes in order to obtain a clearer understanding of their implications for modelling and appraisal. A number of suitable data sets are available for this analysis, and additional data will also be collected in the near future.    
1.1 Outline of Paper

Section two of this paper gives a brief theoretical background to nonlinear attribute valuations. In particular, we examine how neoclassical economic theory can lead us to expect nonlinearities, and how recent advances in behavioural decision theory can further our understanding of this issue. In section three we briefly describe some of the more relevant studies in this area, and what their recommendations have been for further research. Section four brings the previous two sections together to develop our research hypotheses. In section five we give details of the model specifications used in our analysis. In section six we describe the data, which we have used to test our hypotheses. Section seven summarises the results of our analysis and gives an example of how the value of time and demand forecasts can vary depending on which model specification we use. Finally, in section eight we draw conclusions from our findings and briefly outline how they may be applied. We also detail some further research, which we will be conducting.          

2. THEORETICAL BACKGROUND

There are a number of reasons why the valuation of an attribute can be nonlinear. These can stem from conventional economic or behavioural theories, or may be due to the inclusion of heterogeneous user types within a single data set. Nonlinearities can also be an artefact of the preference elicitation method used and can be influenced, for example, by the believability or the framing of the choices presented to individuals. It is therefore important that we identify not only the extent of nonlinear valuations, but that we also at least attempt to identify their underlying cause.  

2.1 Diminishing Marginal Utility
The fundamental assumption behind diminishing marginal utility (DMU) is that the greater the availability of a particular good, the less will be the marginal utility of each additional unit of that good. The reason for this is that further units will be applied to less urgent uses. For example, an individual with very little leisure (non-work) time will value any additional units highly as it will be applied to urgent needs such as sleeping and eating. At higher leisure time availability, additional units will be valued less as urgent needs have been taken care of and extra units will be applied to less important activities such as watching television. Similarly for income, at low levels of availability, each additional unit will go towards purchasing essentials such as food and accommodation, and will be valued highly. At higher levels of availability, essential needs will have been satisfied and each additional unit will be applied to less important uses. Figure 1 shows an example of DMU for a good. 

Figure 1: An Example of Diminishing Marginal Utility. Adapted from Sloman (2003).
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We can see in this example that the additional satisfaction or utility obtained with each extra unit consumed decreases until no extra utility can be obtained from consuming more of the good (i.e. the individual is satiated). Conversely, we can see that there will be an increasing marginal disutility associated with decreases in the consumption of a good. This implies that, at a given point on the curve, an increase in consumption will have a lower unit value than a decrease in consumption. DMU therefore gives a clear indication that the utility obtained from the consumption of a good need not necessarily be constant. 

Gorman (1957) shows that in the case of a trade off between two goods, DMU for each good leads to a diminishing marginal rate of substitution and hence the traditional convex shape of the associated indifference curve. Of particular importance for our analysis is the goods leisure trade-off, from which the economic theory of time valuation is primarily derived (Bates and Whelan, 2001). Figure 2 gives an example of a set of indifference curves (I0, I1, I2) associated with this trade-off. 
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Figure 2: Trade off between income and leisure. From Bates and Whelan (2001)

The value of time (VOT) is equal to the marginal rate of substitution between income (goods) and time, which in this case is the slope of the indifference curve. If we take point A (on indifference curve I1) as an individual’s current situation, we can see that in order to remain on the same indifference curve (i.e. the same level of utility), consecutive unit increases to travel time (t) require progressively larger increases in income to compensate. In other words, along a given indifference curve, an increase in travel time (or, equivalently, a decrease in leisure time) will lead to an increase in the value of time. 

This can be explained with the reasoning that, as the individual’s leisure time decreases, they require a higher wage rate to remain at the same level of utility due to the increasing marginal disutility of the loss in leisure time. From figure 2 we can also see that a decrease in income (or, equivalently an increase in travel cost, c) will lead to a decrease in the value of time. In this case we could argue that the increasing marginal disutility associated with a decrease in income will make this good more valuable relative to time. This will therefore give rise to a decreasing value of time along indifference curve I1 as income (travel cost) decreases (increases). 

We have demonstrated how neoclassical economic theory can lead us to expect nonlinear attribute valuations, which can in turn lead to a non-constant value of time. The underlying assumption implies that the absolute value of a good can decrease at higher levels of availability, due to diminishing marginal utility of the good. In order to investigate this issue therefore, we could measure an individual’s valuation of a good or attribute at different levels of availability to determine whether or not there is a diminishing valuation.  

2.2. Reference Dependent Preference Theory

While DMU provides an intuitive and reasonable justification for nonlinearities, it assumes, as does neoclassical economic theory in general, that an individual’s valuation of a good or attribute is independent of their current consumption levels. A commonly cited argument against this is that if we reduce train fares by £5, but then increase them back to their original level some time later, individuals will then feel more aggrieved than if the train fare had remained constant. One interpretation is that the individual feels entitled to their new lower fare after it becomes the norm, and any increases will have the added disutility of loosing something they feel entitled to. While this example makes sense intuitively, this particular behavioural response is not accounted for in neoclassical economic theory. 

Reference dependent preference (RDP) theory (Tversky and Kahneman, 1991) provides us with an appropriate alternative framework in which to model an individual’s choice process. Originating from prospect theory (Kahneman and Tversky, 1979), which deals with choices under uncertainty, RDP theory was developed to deal with choices involving certain outcomes (e.g. choice of travel mode/route). A key assumption of this theory is that, in order to simplify the decision process, an individual will view choice options relative to a reference alternative (typically assumed to be the individual’s currently-chosen option). A choice option’s attributes are framed in terms of ‘gains’ or ‘losses’ relative to this reference alternative. In the terminology of DMU, a gain is equivalent to an increase in the consumption of a good, while a loss is equivalent to a decrease. While not yet widely used in the field of transport, prospect theory (and, by extension, RDP theory) has been described by Svenson (1998) as 

‘the most important and influential theory in contemporary behavioural decision research.'

A fundamental assumption of RDP theory is that losses are valued more highly than gains. Tversky and Kahneman (1991) put forward the argument that ‘pain is more urgent than pleasure.’ and as a result individuals tend to ‘assign greater weight to negative than to positive consequences.’ This ‘loss aversion’ leads to a deformation of an attribute’s valuation about the reference point as its slope is greater for losses than gains (see figure 3). 

Figure 3: An Illustration of a Value Function, from Tversky and Kahneman (1991)
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It is important to note here that both RDP theory and DMU assume that a loss (decrease in consumption) will be valued more highly than a gain (increase in consumption). However the underlying reasons for this asymmetry differ. For DMU, it is due to a diminishing valuation of the absolute value of the attribute and is independent of the individual’s current consumption levels. This asymmetrical valuation will therefore apply at any point where DMU holds, not just the current consumption level. For RDP theory, gains and losses only apply at one point (the reference point). Figures 4a and 4b illustrate this point for a given individual.

Figure 4a: A comparison of DMU and RDP Theory valuations for 6 units of consumption
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Figure 4b: A comparison of DMU and RDP Theory valuations for 5 units of consumption
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We can see from these examples that the DMU valuation function is unaffected by changing levels of consumption, however the RDP theory valuation function changes according to the location of the reference point. Previous studies, which have examined gains and losses, have tended to ignore the fact that any asymmetry can be due not only to reference dependent effects, but could also be due to the effects of DMU. This issue is not simply a matter of semantics as the implications for asymmetrical valuations will differ, depending on the underlying cause. 

In terms of reference dependent effects, the ‘loss aversion’ penalty will be relatively short-term as a new reference point will be defined if the change becomes permanent. The second British national value of time study (Hague Consulting Group et al., 1999) assumes that the long-run (i.e. reference point) valuation of a change will lie between the valuation of a gain and loss. For DMU however, the valuation of changes will likely be more long term and stable as they do not depend on a current reference point. In terms of the value of time therefore, reference dependent valuations may be applied, for example, when an unexpected delay is encountered (e.g. road works, accidents, adverse weather, etc.)  DMU valuations on the other hand could be applied to more permanent changes to a traveller’s journey (e.g. infrastructural improvements).    

An additional assumption or RDP theory is that the unit value of both losses and gains will decrease as their levels increase. To explain this, the authors put forward the idea that the marginal response to any change is diminishing. Thus, the sensitivity to a given difference is smaller when the reference point is remote than when it is near and no distinction is made between losses and gains. This diminishing sensitivity to losses and gains leads to a concave function above the reference point and a convex function below it. This is in contrast to DMU, which implies that there will be an increasing sensitivity to losses (increasing marginal disutility). In addition to this assumption, Tversky and Kahneman also state that RDP theory does not extend to ruinous or near ruinous losses (i.e. losses that are large enough to effectively reduce consumption to zero). Thus, the RDP value function shown in figures 4a&b does not extend to the origin (i.e. zero consumption). In the case of the data which we will be analysing however, the hypothetical losses (e.g. increases in cost) presented to individuals are relatively small and are assumed not to be large enough to ‘bankrupt’ the individual.   

Finally, RDP theory assumes that the framing of a gain or loss can affect an individual’s valuation. For example, the phrase ‘probability of being late: 20%’ is equivalent to ‘probability of not being late: 80%’. However experimental evidence (Tversky and Kahneman, 1986 for example) suggests that individuals will view the first statement more favourably. Again this is in contrast to neoclassical economic theory, which assumes that individuals’ responses will be unaffected by the way in which a choice is presented to them.  

2.3. The Proportionate Effect

The proportionate effect proposes that individuals will be less sensitive to a given change in an attribute at higher absolute values of that attribute. Effectively therefore, the proportionate effect will have the opposite effect to DMU for attributes that give a disutility (i.e. ‘bads’ such as travel time, travel cost, etc.). An example of this effect is that a £1 decrease on a plane ticket will be noticed less than a £1 decrease on a bus fare. The assumed reason for this is that a £1 change (usually) represents a much smaller proportional change on a plane ticket price than a bus fare and will consequently be given less weight by the individual. Again, this assumption violates neoclassical economic theory as a £1 saving should have the same value, regardless of the source of the saving. 

While the proportionate effect makes intuitive sense, we can see from the above example that it may be caused by the inclusion of different user types in a single data set (i.e. bus users and plane users in this example). Thus the underlying source of the proportionate effect may be respondent heterogeneity, rather than an individual behavioural response. Certainly, for a given individual presented with a stated preference (SP) exercise, we would expect higher costs (losses / decreases in consumption) to be valued more than lower costs (gains / increases in consumption) for the reasons outlined in the previous sections.  

3. BACKGROUND AND CURRENT SITUATION 

The majority of studies into gains and losses have come from national value of time studies, particularly those conducted in Europe. The first national British VOT study (MVA et al., 1987) was also one of the first British projects in which stated preference (SP) techniques were used to examine a transport-related issue. Amongst other things, it looked at motorists’ choices between a tolled and un-tolled route crossing the River Tyne in the North of England. The choice attributes examined in this study included, free-flow in-vehicle time (IVT), congested IVT, toll cost, and petrol cost. However, while the study segregated valuations according to trip and socio-economic characteristics, it paid little attention to nonlinear attribute valuations. 

The second British national study (Hague Consulting Group et al., 1999) did conduct an analysis into the presence of nonlinearities. Specifically, it examined whether gains, losses and the size of an attribute’s variations affected its unit valuations. The SP design used in the study framed attributes in terms of changes to the person’s current RP choice. It therefore provided a clear indication to the respondent whether a given SP option represented a gain or loss for each attribute. While the initial study found significant differences between the valuations of gains and losses, a subsequent analysis (Mackie et al., 2003) questioned these findings. Of particular concern was the fact that the SP experiment used a trade-off involving the individual’s current travel situation. This may have led to a confounding of inertia and nonlinear effects, making it difficult to draw any definite conclusions. As a result, Mackie et al. (2003) concluded by recommending that further research be conducted into the presence of nonlinearities with respect to time and cost. 

While these two national studies were of considerable importance, they represent a small proportion of the total number of studies that have been conducted in Britain. However, a recent and comprehensive meta-analysis by Wardman (2004) included 171 British studies and 1167 attribute valuations for public transport and car journeys and concluded that constant marginal valuations dominate transport planning practice. Wardman (2004) therefore suggested that further research be conducted into nonlinear effects.

Outside of Britain, two Dutch national value of time (VOT) studies have also been conducted and the results used to examine differing valuations for gains and losses (HCG, 1990 and HCG, 1998). Time losses were found to be valued approximately 50% higher than savings in the earlier study. A more recent analysis into the valuation of gains and losses for motorists’ route choice (Hess et al., 2006) has been conducted in Australia. Included in this analysis were the additional variables of toll, slowed down time and travel time variability. The SP design presented attributes as absolute amounts rather than as changes to the current situation, so gains and losses were not explicitly stated. However, the individual’s current RP choice was presented alongside each SP choice, making it relatively easy for the respondent to interpret the SP attributes either as a gain or loss on the current situation. Again, significant differences were found between the valuations of gains and losses for various attributes. The authors concluded by recommending that further research be conducted, particularly for changing sensitivities in the valuations of these gains and losses, and also for SP designs in which the SP options were not specifically framed alongside the individual’s RP choice. 

Besides these analyses into gains and losses, several studies have found evidence for the proportional effect in revealed preference (RP) data (for example, Mandel et al., 1994, Picard and Gaudry, 1998). However, as stated previously, this may be due respondent heterogeneity rather than an individual behavioural response and may not be evident in the SP data, which we will be analysing. In terms of DMU, very few studies appear to have specifically addressed this issue. Brooke et al. (1994) did find that allowing for a diminishing sensitivity to plane frequency provided an improvement in model fit. The proportionality studies mentioned above would also have picked up DMU had it been present. However they clearly found a decreasing sensitivity to higher time and cost attributes rather than the increasing sensitivity that DMU would predict.  

The evidence presented here suggests that, while there is a growing recognition that non-constant attribute valuations need to be accounted for, research into this area has so far been relatively limited. Our study continues on from those cited in this section, and will attempt to analyse nonlinearities in greater detail to give a clearer picture of their extent and underlying cause. Also, one particular difference between our data and that of previous studies into gains and losses is that all but one of our SP attributes were presented as absolute amounts, without reference to the respondent’s current RP choice. This is perhaps the most common type of SP design used in transport modelling. We therefore need to test whether this type of SP design also elicits nonlinear attribute valuations from respondents.

4. RESEARCH HYPOTHESES

4.1 Absolute versus Reference Dependent Asymmetries

Previous research into gains and losses has tended to ignore the fact that asymmetrical valuations can be due to either nonlinearities on the absolute valuation of an attribute (as proposed by both DMU and the proportionate effect) or reference dependent effects (as proposed by RDP theory). This issue may have important implications as reference dependent asymmetries may only have short-run implications while DMU, we would assume, should lead to more stable asymmetries. We can investigate this issue by first allowing for nonlinearities on an absolute value model specification to determine whether DMU or proportionate effects are present. If nonlinearities cannot be found for this specification, but can be found using a reference dependent specification, this would imply that nonlinearities are confined to changes on the current situation. 

4.2 Sign of Change Effects

The presence of a sign effect indicates a difference between the valuation of a loss and a gain on the current situation. More specifically, both diminishing marginal utility and reference dependent preference theory (Tversky and Kahneman, 1991) predict that losses/decreases in consumption will be valued more highly than gains/increases in consumption. Different valuations of gains and losses may also be due to the perceived likelihood of each occurring. For example, ever-increasing congestion on our roads may mean that an individual will not believe an SP choice where travel time is reduced and therefore bias their answers towards more believable choices with travel time increases. The valuation of gains and losses has received some attention in the transport literature (Hague Consulting Group et al., 1999; Gunn and Burge, 2001; Mackie et al., 2003; Wardman and Bristow, 2004, Hess et al., 2006). However, recommendations have been made (Mackie et al., 2003, Wardman, 2004) for further research.  

4.3 Size of Change Effects

A size effect indicates that the unit value of an attribute is affected by the size of its variation. Again this effect is consistent with both diminishing marginal utility and reference dependent preference theory (Tversky and Kahneman, 1991). Both suggest that larger gains will have lower unit values; however reference dependent theory states that larger losses will also have a lower unit value, while diminishing marginal utility suggests the opposite. This matter therefore requires empirical testing. Similarly to sign effects, this matter has previously been the subject of limited investigation in the transport literature (Hague Consulting Group et al., 1999; Gunn and Burge, 2001; Mackie et al., 2003; Wardman and Bristow, 2004). Previous studies, however generally tested this hypothesis using piecewise model specifications. For the purposes of our analysis, we will also use a freely-estimated power parameter specification to test this hypothesis in greater detail.

4.4 Framing Effects

The majority of Stated Preference (SP) exercises present attributes as absolute amounts. The analyst will try to ensure that these values are similar to those experienced in the real world in order to maximise the believability of the choice situations. Other SP exercises present attributes as a variation on the current situation (e.g. “Option B is 10% more expensive than current ticket price”). This approach is an attempt to customise the experiment to the individual’s experiences and can be useful in situations where actual travel attributes vary widely among respondents. However, it is possible that size and sign effects are more common in these experiments as gains and losses on the current situation are explicitly stated. Hess et al. (2006) tested an SP design in which attributes were presented as absolute amounts, however each SP choice was presented alongside the individual’s current RP choice. This made it relatively easy for the respondent to perceive the SP attributes as gains or losses. Our data uses SP attributes framed as absolute amounts, without reference to the respondent’s RP choice (apart from one case). We therefore believe that this presents a more difficult test for RDP theory as gains and losses can not be as easily assessed and evaluated by the respondent. Consequently, size and sign effects may not be as significant as previous studies. Framing effects have been found in other areas (see Tversky and Kahneman, 1986 for examples), and have been shown to significantly affect respondents’ perceptions of the choices presented to them.        

4.5 Implications for Demand Forecasting

While research has been conducted into gains and losses, the implications for these results in terms of demand forecasting has yet to be tested. We will use the results of our analysis to test the effects of allowing for a different valuation of gains and losses. If losses are valued more highly than gains (as predicted by RDP theory), then a conventional linear model specification will overestimate the demand for a new alternative (i.e. mode, route, etc.). The reason for this is that the valuation of any gains that this new alternative presents will be overestimated while the valuation of losses will be underestimated using a linear specification (see figure 5). 

Figure 5: A comparison of linear versus asymmetrical valuations of a change to the current situation (reference point).
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Figure 5 illustrates the difference between the valuation of a change using a linear and asymmetrical utility specification. In this example we have an individual with a current consumption level (reference point) of 8 units. We can see that, if asymmetrical valuations occur, then the valuation of a gain of 3 units will be overestimated by a linear specification by the amount E(G). Conversely, the valuation of a loss of 3 units will be underestimated by the linear specification by the amount E(L). 

As a result of these differences, a new alternative, for example, will be modelled as being more appealing to the individual than it actually if we use a linear utility function. This may partly explain why, for example, the demand for new light rail alternatives has generally been lower than predicted in the UK. Overoptimistic forecasting has been cited (NAO, 2004) as part of the reason for a general shortfall in passenger numbers.        

5. METHODOLOGY

The primary aim of this analysis is to investigate the presence of nonlinearities in discrete choice attribute valuations and, as far as possible, identify the source of these nonlinearities. Consider an individual who is presented with an SP experiment containing two options, 1 and 2, defined by the variables XSP1 and XSP2 respectively. The utility specifications (U1 and U2) for the two SP options are defined as:

.
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Where the utility, U, of each option (SP1 and SP2 in this case) is a linear function of its attribute XSP. The weight or valuation of attribute XSP is constant and is given by the parameter, β. This is the most common way in which an option’s attributes enter a utility function and will be used as a comparison for other model specifications.

Our second model specification (2a & 2b) allows for nonlinearities on the absolute value of a choice attribute. 
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Where λ is a power parameter which allows for changing sensitivity to the level of X. Relating this to our theoretical background, DMU assumes that λ will be greater than one for a ‘bad’ (increasing marginal disutility). The proportionate effect implies however that λ will be less than one for this type of attribute. If λ is not significantly different to one, the model specification is equivalent to 1a&b (i.e. constant valuation for the absolute attribute). 

We can move on to define each SP attribute relative to the individual’s actual RP choice, or reference point in accordance with RDP theory. 

An equivalent specification to 1a and 1b is:
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This can be re-written as
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We have thus separated the SP attribute into two parts. The first part consists of the difference between the SP attribute and its RP counterpart (XSP-XRP), while the remainder of the SP attribute is, by definition, equal to XRP. As the attribute XRP is equal for both utilities, it cancels out. This leaves us with a specification, which involves only the differences between the SP and corresponding RP attributes. 
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These differences can now be defined as gains or losses on the current situation. This result applies to any SP data with corresponding RP information. Previous analyses into gains and losses (e.g. Hague Consulting Group et al., 1999) have generally used SP data, which is framed specifically in terms of changes to the current situation.      

In this example, X is assumed to have a negative impact on utility (e.g. cost, travel time). A gain would therefore occur if XSP was less than XRP while a loss would occur if XSP was greater than XRP. Using dummy variables, we can estimate separate parameters, βG and βL, for gains and losses respectively.  
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and
      
[image: image17.wmf])

(

)

(

2

2

2

RP

SP

L

L

RP

SP

G

G

X

X

d

X

X

d

U

-

+

-

=

b

b

                     (4b)
Where dG is a dummy variable with a value of 1 for a gain (XSP smaller than XRP) and 0 for a loss (XSP larger than XRP). dL is a dummy variable with a value of 1 for a loss and 0 for a gain. If X is expected to have a positive contribution to utility (e.g. service frequency), then a gain will be defined when XSP is larger than XRP and a loss when XSP is smaller than XRP. 
The actual model specifications used in the analysis differ slightly from those above. For gains, the difference between the SP and RP attribute (XSP-XRP) is multiplied by minus one. This has no effect, other than to give a positive sign to the associated parameter, βG. We have termed specification 4a&b Model II in our analysis.   

We can also introduce a power parameter, λ, into the specification to test for changing sensitivities to the level of the gain or loss.
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and
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DMU suggests that λ may be greater than one for losses and less than one for gains, while RDP theory suggests that λ will be less than one for both. This is therefore a matter for empirical investigation. We have used GAUSS software (Aptech Systems, Inc, Maple Valley, WA 1996) to estimate the parameters in this and the 2a&b model specifications. GAUSS allows us to freely estimate the λ parameters, giving both parameter estimates and associated t-statistics. We have called specification 5a&b Model III in our analysis.  

An alternative way to test for changing sensitivities to the size of gains and losses is to estimate a piecewise model (termed Model IV). This specification is identical to 4a&b except the (XSP-XRP) attribute has been separated, according to the size of the gain/loss.  

The marginal utilities of (XSP-XRP) in terms of gains (MUXG) and losses (MUXL) are:
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A comparison of these marginal utilities will indicate the extent to which the overall valuation of gains and losses differ. This is termed a sign effect. Clearly, if the λ parameters are not significantly different to one, the marginal utilities for a gain and loss become simply βG and βL respectively.  

6. THE DATA

The data used in this analysis comes from two separate studies of motorists’ route choice across the Tyne River in the Northeast of England. The first set of data (1985 Commute and 1985 Leisure) was collected for the first British national VOT study (MVA et al., 1987). The SP experiment involved a choice between a tolled (tunnel) and un-tolled (bridge) route. The attributes used in the experiment were Free Time, Congested Time, Petrol Cost and Toll Cost (see table 1). They were presented as absolute amounts to the respondent, who was asked to rate each choice set on a five point scale; ‘Definitely Tunnel’, ‘Probably Tunnel’, ‘No Preference’, ‘Probably Bridge’, ‘Definitely Bridge’. Respondents were divided into three categories, according to trip purpose; Commuter, Leisure and Business. 

For the purposes of this analysis, the rating scale has been converted into an implied choice response. The responses ‘Definitely Tunnel’ and ‘Probably Tunnel’ have both been treated as a tunnel choice, while the responses ‘Probably Bridge’ and ‘Definitely Bridge’ have both been treated a bridge choice. The few ‘No preference’ responses that were given have been left out of the model estimation. Also, as RP data was not collected for business users, this group has not been included in the analysis. 

Table 1: Data sets and associated attributes


[image: image22]
The second set of data was collected as part of the second British national VOT study (Hague Consulting Group et al., 1999). Two different SP experiments were used in this study. The first SP design (1994 Leeds Business, 1994 Leeds Commute and 1994 Leeds Other) was identical to the original Tyne crossing SP design, except a simple binary choice response was used rather than a rating scale, and costs were uplifted in line with inflation. The second design (1994 HCG Business, 1994 HCG Commute and 1994 HCG Other) also presented a bridge/tunnel choice, but varied just two attributes; ‘Toll’ and ‘Total Time’. ‘Toll’ was presented as an absolute amount, while ‘Total Time’ was presented as either an X minute increase or decrease on the corresponding option’s real-world travel time. Again, respondents were classified as commuter, business or leisure users for both data sets. RP data was also collected for all respondents. The ‘Total Time’ attribute has been left out of the following summary of results for reasons which will be explained in the next section.    

7. RESULTS

The following is a summary of the findings from this analysis. The first sub-section contains a summary of results for all eight data sets, while the second sub-section gives an example of the values of time derived from one of the data sets. In sub-section 7.3 we compare the forecasted demand for a new mode using a conventional linear specification and an asymmetrical specification. All models specifications (apart from those using a power parameter) have been run in ALOGIT using the jack-knife routine to account for repeated observations in the SP data.
7.1 Summary for Eight Data Sets

Table 2 presents the results of model specification 2a&b, which allowed for a changing sensitivity to the absolute value of an attribute. The ‘X’ mark signifies cases where nonlinear effects were not significant.

Table 2: Nonlinearities on the absolute attribute value (U=βXλ)


[image: image23]
Overall, table 2 shows that, for the majority of attributes, λ was not significantly different to 1. This therefore suggests that nonlinearities are not significant for absolute attribute valuations (hypothesis 4.1). It should be noted that X in a yellow box signifies cases where λ was significantly different to one, however the associated β parameter was not significantly different to zero. This was likely caused by a high correlation between the two parameters, which can occur when more than one parameter is estimated on a single variable. Also, convergence problems were encountered for attributes in the ‘1994 Leeds Other’ data set (signified by ‘NC’). These matters will be investigated further in future analyses. The one case where both λ and β were significant shows an increasing sensitivity to the level of the attribute, which agrees with the assumptions of DMU. A log-cost model specification was also used to test for the proportionate effect, however this led to a decrease in model fit for all but one of the data sets (1994 Leeds Business). There is therefore little evidence for the proportionate effect from this data.
Table 3 presents key summary statistics for the base model specification together with the ‘relative value’ models, where the SP attributes were defined relative to the individuals’ RP choice.

Table 3: Base and relative value model summary statistics

[image: image24.emf]Data Set Statistic

Base  Model II Model III Model IV

1985 Commute Log likelihood -8589.76 -8572.40 -8554.28 -8543.34

(no. obs. = 14068) rho-squared 0.1092 0.1110 0.1128 0.114

no. parameters 5 9 17 21

1985 Leisure Log likelihood -4976.62 -4922.77 -4889.15 -4901.02

(no. obs. = 7949) rho-squared 0.0948 0.1046 0.1107 0.1086

no. parameters 5 9 17 21

1994 Leeds Business Log likelihood -687.2 -682.66 -679.19 -678.02

(no. obs. = 1052) rho-squared 0.0572 0.0634 0.0682 0.0698

no. parameters 4 7 13 15

1994 Leeds Commute Log likelihood -1721.58 -1700.46 -1697.32 -1693.02

(no. obs. = 2743) rho-squared 0.0941 0.1052 0.1068 0.1091

no. parameters 4 7 13 17

1994 Leeds Other Log likelihood -814.15 -805.98 -803.22 -794.92

(no. obs. = 1319) rho-squared 0.0683 0.0776 0.0808 0.0903

no. parameters 4 7 11 15

1994 HCG Business Log likelihood -860.35 -852.44 -851.63 -851.00

(no. obs. = 1486) rho-squared 0.1627 0.1704 0.1712 0.1718

no. parameters 4 7 10 11

1994 HCG Commute Log likelihood -1822.82 -1760.18 -1745.39 -1742.54

(no. obs. = 3641) rho-squared 0.2244 0.2511 0.2574 0.2586

no. parameters 4 7 8 11

1994 HCG Other Log likelihood -777.85 -727.34 -726.66 -723.60

(no. obs. = 1613) rho-squared 0.2259 0.2762 0.2769 0.2799

no. parameters 4 7 9 11

Model 


It should be noted that within both of the ‘1994’ groups, the number of parameters estimated differs between user types for Model III (power parameter) and Model IV (piecewise). In the case of Model III this occurred because of convergence problems with some of the λ parameters. In particular the ‘Total Time’ parameter for the ‘1994 HCG’ Commute and Other users data sets had the wrong sign (+ve) for time losses of 5 minutes in the Model IV (piecewise) results. A similar result was found for 5 minute time losses in Gunn and Burge (2001). As mentioned in hypothesis 4.2 (sign effects), individuals may have biased their responses towards an SP option with increasing travel times, leading to a positive sign for this attribute. This matter requires further investigation, and we have therefore decided not to include the attribute in this particular presentation of results. However, the very fact that a significant difference was found between the valuation of a gain and loss means that we have still separated the attribute on this basis in the model specifications.   

With regards to the Model IV (piecewise) specification, the number of parameters varies within the ‘1994 Leeds’ group as some of the piecewise divisions had to be combined in order to obtain significant parameter estimates. Also, as the Petrol Cost and Toll Cost parameter estimates were not found to be significantly different in the ‘1994 Leeds’ group base models, we have combined them into a single attribute called ‘Total Cost’.   

Examining these results in more detail, table 4 gives a summary of the Model II specification for each of the eight data sets. The green boxes indicate cases where a significant difference was found between the gain (βG) and loss (βL) parameters and the ratios of these parameter values. As the majority of attributes did not show a significant size effect (see tables 5a & 5b for more detail), we have simply used a t-test to compare the parameters βG and βL for each attribute to investigate the sign effect (hypothesis 4.2). 

Table 4: Ratio of parameter estimates for gains and losses
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We can see from table 4 that, for individual attributes, there is a significant difference (at the 90% level) between gains and losses in 45% of cases. The majority of these differences show that losses are valued more highly than gains, agreeing with the ‘loss aversion’ hypothesis of RDP theory. 

The ‘Toll Cost’ attribute is the only exception, however our treatment of this attribute in the model specification may have influenced this result. As bridge users did not pay a toll, we used the toll value from their RP tunnel option as the reference point to define gains and losses. For the model in which toll gains were valued more highly than losses, we found that the bridge users’ responses led to this difference. However, in the other two cases where a significant difference was found, a toll loss is valued more highly than a gain. Also Hess et al. (2006) found that gains in congested IVT time were valued more highly than corresponding losses, so our findings are not unique. We have therefore retained this treatment of the Toll attribute for bridge users. 

Overall, the average ratio of a gain to a loss is approximately 0.7, whether we include or exclude the Toll Cost attribute. For the time attributes, the average value of the gain to loss ratio is 0.75, while for the cost attributes, it is approximately 0.65. In their re-analysis of the second British national VOT study data Gunn and Burge (2001) found that the ratio of a cost gain to loss was approximately 0.85. In terms of a framing effect (hypothesis 4.4) therefore, it appears that SP designs, which use absolute attribute values, can elicit similar asymmetries in gains and losses valuations to SP designs framed as changes to the current situation.    

While in 55% of cases, there was no significant difference between gains and losses (at the 90% level), allowing for separate parameters for each still provided a significant improvement in model fit for all data sets (see table 6 for more detail).    

Tables 5a and 5b examine the results of the Model III (power parameter) specification in more detail to test for a size effect (hypothesis 4.3). 

Table 5a: Model III λ parameter results for gains 
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Table 5b: Model III λ parameter results for losses 


[image: image27]
As we can see, the majority of cases do not show a significant size effect for either gains (74%) or losses (90%). Where there is a significant size effect, 16% of gains attributes show a decreasing sensitivity (in agreement with RDP theory), while 11% of gains show an increasing sensitivity. This matter therefore requires further investigation. At this point we should remember that the Model III results do not allow for the repeated observations nature of SP data, which will lead to over-inflated t-statistics. Therefore a t-stat of 2.1 probably does not signify a significant nonlinearity. In terms of the size effect for losses, again there is little evidence for nonlinearities, although there does appear to be a decreasing sensitivity to toll cost in one case, which agrees with RDP theory. As with the nonlinear absolute value specification, we encountered convergence problems with the ‘1994 Leeds Other’ data set. Again this matter will be investigated further in future analyses.

In order to give an overall summary of the effects of different model specifications on model fit, table 6 gives the results of a series of likelihood ratio tests for the eight data sets. These tests reveal whether there is a significant improvement (termed Y) at the 95% level in model fit using the various reference dependent model specifications.

Table 6: Significant improvements in model fit using various model specifications


[image: image28]
Model II is compared to the base model to test whether there is a significant difference between the valuation of gains and losses (hypotheses 4.2) Models III and IV are compared with Model II to see if there is any additional improvement in model fit when we allow for variable sensitivities to the size of the gain/loss (hypothesis 4.3). We can see from table 2 that, for all data sets, the Model II specification offers a significant improvement over the base specification. This provides strong evidence for a sign effect (hypothesis 4.2). Model III (power parameter) does not offer a significant improvement in model fit over Model II in the majority of cases, while Model IV (piecewise) offers an improvement in only half of cases. This suggests that individual sensitivities to the size of the gain and loss may not vary enough to warrant the use of these model specifications in all cases.      

In terms of a framing effect (hypothesis 4.4), we have shown that an SP design in which attributes are framed as absolute amounts can elicit asymmetrical valuations of gains and losses. The overall ratio of gains to losses valuations was similar to that found in Gunn and Burge (2001). We had also intended on using the ‘1994 HGC’ SP design results to test this hypothesis, as they included an attribute (Toll) framed in absolute terms, and an attribute (Travel Time) framed as a difference to the individual’s current situation. For the SP Travel Time attribute, individuals were asked to consider their RP travel time (either tunnel or bridge) and either add or subtract a certain number of minutes (e.g. add 5 minutes, take 10 minutes, etc.) to this value to derive a value for the corresponding SP option (tunnel or bridge). However, as stated previously we obtained a positive sign for 5 minute time losses for two of the data sets and will need to conduct further research into this matter. A further analysis of ‘absolute’ versus ‘relative’ attribute framing effects will also be conducted using additional data sets.  

7.2 Variable Values of Time 

An example of the values of time derived from one of the models is set out in the tables below. The results in this example are from the 1985 Commute data set, which contains the largest number of individual observations and the most accurately estimated parameters.

Table 7a: Base and Model II results for 1985 Commute data 

[image: image29.emf]Parameter

Coefficient T-Stat Coefficient T-Stat T-Stat(Diff)

Toll

-0.0637 22.5

Petrol Cost

-0.0569 18.7

Free Time

-0.1833 27.8

Cong. Time

-0.2689 28.7

ASC (Tunnel)

0.1171 2.0 -2.4680 20.1

Toll(G)

0.0658 17.2

Toll(L)

-0.0497 8.2

Petrol Cost(G)

0.0557 16.9

Petrol Cost(L)

-0.0592 11.4

Free Time(G)

0.1654 21.8

Free Time(L)

-0.2178 25.4

Cong. Time(G)

0.2623 28.3

Cong. Time(L)

-0.2722 15.0

No. Obs

14068 14068

Mean LL

-0.610589 -0.609355

rho-squared wrt cons

0.1092 0.1110

Log likelihood -8589.76 -8572.40

1.88

0.77

5.79

0.62

Base Model II

Coefficient


Tables 7a&b detail the Base, Model II, and Model IV (piecewise) parameter estimates, which have been used to calculate the values of time. While the Model III (power parameter) specification also offered a significant improvement over Model II, only two of the power parameters were significantly different to one. We have therefore used the Model IV (piecewise) results to demonstrate changing sensitivities to the size of the gain/loss.

Table 7b: Model IV results for 1985 Commute data 

[image: image30.emf]Parameter

Coefficient T-Stat

ASC (Tunnel)

-2.5198 19.9

Toll(G) 1p-10p

0.0860 17.4

Toll(G) 11p+

0.0661 16.4

Toll(L) 1p-10p

-0.0348 6.8

Toll(L) 11p+

-0.0643 1.3

Petrol Cost(G) 1p-20p

0.0562 20.3

Petrol Cost(G) 21p-39p

0.0563 20.3

Petrol Cost(G) 40p+

0.0563 17.2

Petrol Cost(L) 1p-20p

-0.0549 10.7

Petrol Cost(L) 21p-39p

-0.0578 10.9

Petrol Cost(L) 40p+

-0.0655 10.2

Free Time(G) 1-7min. 0.1822 10.9

Free Time(G) 8-12min.

0.1747 20.0

Free Time(G) 13min.+

0.1544 18.1

Free Time(L) 1-7min.

-0.2008 10.1

Free Time(L) 8-12min.

-0.2010 18.2

Free Time(L) 13min.+

-0.2062 20.9

Cong. Time(G) 1-7min.

0.2531 24.2

Cong. Time(G) 7min.+

0.2496 22.9

Cong. Time(L) 1-7min.

-0.2487 11.5

Cong. Time(L) 7min.+

-0.2635 14.4

No. Obs

14068

Mean LL

-0.607289

rho-squared wrt cons

0.1140

Log likelihood -8543.34

Model IV

Coefficient


Tables 8a and 8b show how the value of free flow IVT and congested flow IVT respectively vary relative to petrol cost. The Model II results show that the VOT for a cost gain and time loss in tables 8a and 8b (£2.35 and £2.93 respectively) is higher than the VOT for a cost loss and time gain (£1.68 and £2.66 respectively). This result agrees with neoclassical economic theory, as outlined in section 2.1. However these findings appear to be due to reference dependent effects rather than DMU. Therefore, these values of time may only have short-run implications, as described previously.  

Table 8a: Free Time VOT w.r.t. Petrol Cost for the Base, Model II, and Model IV specifications for 1985 Commute data

[image: image31.emf]Base VOT £/hr.

Petrol Cost

Free Time £1.93

Model II VOT £/hr.

PetCostG PetcostL

FreetG £1.78 £1.68

FreetL £2.35 £2.21

Model IV VOT £/hr.

PCostG 1p-20p PCostG 21p-39p PCostG 40p+ PCostL 1p-20p PCostL 21p-39p PCostL 40p+

FreeG 1-7min.

£1.95 £1.94 £1.94 £1.99 £1.89 £1.67

FreeG 8-12min.

£1.87 £1.86 £1.86 £1.91 £1.81 £1.60

FreeG 13min.+

£1.65 £1.65 £1.65 £1.69 £1.60 £1.41

FreeL 1-7min.

£2.14 £2.14 £2.14 £2.19 £2.08 £1.84

FreeL 8-12min.

£2.15 £2.14 £2.14 £2.20 £2.09 £1.84

FreeL 13min.+

£2.20 £2.20 £2.20 £2.25 £2.14 £1.89

Free Time VOT wrt Petrol Cost


Table 8b: Congested Time VOT w.r.t. Petrol Cost for the Base, Model II, and Model IV specifications for 1985 Commute data

[image: image32.emf]Base VOT £/hr.

Petrol Cost

Cong. Time £2.84

Model II VOT £/hr.

PetCostG PetcostL

Cong.G £2.83 £2.66

Cong. L £2.93 £2.76

Model IV VOT £/hr.

PCostG 1p-20p PCostG 21p-39p PCostG 40p+ PCostL 1p-20p PCostL 21p-39p PCostL 40p+

Cong.G 1-7min.

£2.70 £2.70 £2.70 £2.77 £2.63 £2.32

Cong.G 7min.+

£2.66 £2.66 £2.66 £2.73 £2.59 £2.29

Cong.L 1-7min.

£2.66 £2.65 £2.65 £2.72 £2.58 £2.28

Cong.L 7min.+

£2.81 £2.81 £2.81 £2.88 £2.74 £2.41

Cong. Time VOT wrt Petrol Cost


In table 8a, an overall increase in utility (time gain and cost gain) gives a lower VOT (£1.78) than a decrease in utility (time loss and cost loss) (£2.21). This is due to the relatively large difference between the valuation of a free time gain and loss, when compared with a petrol cost gain and loss. In table 8b, we see the opposite effect as the difference in valuation of a congested time gain and loss, is smaller relative to the valuation of a petrol cost gain and loss.  

The Model IV (piecewise) VOT values demonstrate a general decreasing sensitivity to gains and increasing sensitivity to losses. However, it should be noted that some of these parameter estimates (e.g. Free Time Loss 1-7min., 8-12min. and 13min.+) are clearly not significantly different from one another, and do not give conclusive evidence for an increasing sensitivity to losses. We have, however, retained them in this piecewise form for illustration purposes.         

7.3 Implications for Forecasting

As described previously (hypothesis 4.5), if asymmetrical attribute valuations are present but not accounted for, this may lead to inaccurate demand forecasts. More specifically, if losses are valued more highly than gains a linear specification will over estimate demand, e.g. for a new alternative. In this section, we will illustrate this point by estimating the demand for a new option, C, from two existing options, A and B. These options are defined by two attributes, time and cost, which have a uniform random distribution with a maximum and minimum as given in table 9.  

Table 9: Simulation set up

	Attribute Levels

	Option A
	 
	Option B
	 
	New Option C

	Cost Max
	£1.80
	
	Cost Max
	£1.40
	
	Cost Max
	£2.20

	Cost Min
	£1.40
	
	Cost Min
	£0.80
	
	Cost Min
	£1.80

	 
	 
	
	 
	 
	
	 
	 

	Time Max
	40
	
	Time Max
	50
	
	Time Max
	30

	Time Min
	30
	 
	Time Min
	40
	 
	Time Min
	20


Option C presents a loss in terms of cost but a gain in terms of time relative to the original options A and B. Thus a linear specification will underestimate the valuation of the cost losses and overestimate the values of the time gains that option C presents. The parameters used in this example are the ‘Free Time’ and ‘Petrol Cost’ parameters from the 1985 Commute data set (see table 7a in previous section). We have used the parameter estimates from the base specification for the linear model and the Model II parameters for the asymmetrical model. 

Figure 6 presents a histogram, which gives the ratio of linear to asymmetrical demand estimates for 100,000 observations. 
Figure 6: Linear : Asymmetrical model specification demand ratio
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In this example, the average linear to asymmetrical demand ratio is 1.38. Thus, in this case, a conventional forecasting approach would overestimate demand by an average of 38%. While these results are taken from a hypothetical and relatively simplistic choice situation, they serve to illustrate the point that significant overestimates can be made even with relatively small gains:losses ratios. 

8. CONCLUSIONS

From this initial analysis of these data sets we have concluded that:

1. SP designs which use attributes framed as absolute amounts do show significant sign effects. This was a particularly stringent test of RDP theory, as the current reference point was never explicitly mentioned in the SP design. However, significant improvements in model fit were still found for all data sets using the Model II specification. 

2. The ratio of gains to losses is similar to that found in Gunn and Burge (2001), who analysed SP experiments framed as changes to the current situation. 

3. Size effects were less significant. Model III (power parameter) and Model IV (piecewise) offered significant improvements over Model II in 38% and 50% of data sets respectively. 

4. Values of time will vary as a result of these nonlinearities in time and cost attribute valuations. However these nonlinear values may only have implications for short-term changes, as they are largely reference dependant.

5. Demand models predicting the numbers of people switching to a new mode (light rail, for example) could be improved by allowing for asymmetrical attribute valuations. Frequent overestimates of initial passenger figures could stem from the overvaluation of gains and the undervaluation of losses that a new mode presents. Short-term responses to road diversions or other temporary network changes could also be more accurately modelled using this type of model specification.    

. 

8.1 Further research

The use of a freely-estimated power parameter in this analysis has highlighted some convergence and correlation issues, which need to be addressed in greater detail. The majority of problems arose in absolute value model specification. We will therefore investigate this matter further using a piecewise specification, and a more careful analysis of the power parameter results. Convergence problems also occurred with the relative value specifications, however, the Model III (power parameter) and Model IV (piecewise) results largely agreed in terms of the magnitude and direction of nonlinear valuations. Therefore, the findings from this analysis still appear to be valid.

Behavioural theories such as DMU and RDP theory only strictly apply at the individual level. As each of our data sets contains the responses of many individuals, we need to account for possible respondent heterogeneity in order to maintain theoretical consistency. While obvious care was taken in the collection of this SP data to ensure respondent (and therefore preference) homogeneity, there may still be unaccounted-for taste variations in the data, which could affect the results of the analysis. Further analyses will therefore be conducted using mixed logit model specifications to investigate this issue. For example, a mixed-ordered response logit model specification (Whelan and Tapley, 2006) will be used to investigate nonlinearities on the ‘1985’ data sets in greater detail.  

The use of asymmetrical model specifications for forecasting has received little attention in the literature. Our findings may go some way to explaining why the demand for new modes is often over-estimated. However, we have only analysed a single set of parameter ratios using a simple hypothetical spreadsheet demand model. A more detailed analysis will be conducted to investigate the sensitivity of demand forecasts to different gains:losses ratios. If possible, it would also be useful to apply our findings to a more sophisticated and/or realistic demand model (e.g. one which incorporates both a demand and network supply model). 

Finally, additional analyses will also be conducted to investigate the presence of nonlinearities in other types of choice attributes. Included in these analyses will be attributes such as out of vehicle time, headway and transfer time. We will also be investigating the ‘framing effects’ issue further with newly-collected SP data, which uses attributes framed as changes to the individual’s current situation.  
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