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Abstract

This paper reports econometric analysis of rail ticket sales data for a range of different types of journey in Great Britain. It examines whether standard generalised cost formulations are superior to other means of entering the fare and service quality variables. The findings do not support the use of a generalised cost approach and cast doubts on the use of this method to deduce elasticities. If a generalised cost approach is to be used, it is clear that the values of time should be freely estimated rather than imposed. 
1.
INTRODUCTION

Standard transport planning makes much use of the concept of generalised cost (GC), whereby the time related aspects of travel are expressed in monetary units alongside the cost attributes through the use of the appropriate values of time, or else of its equivalent generalised time (GT), where the travel attributes are expressed in equivalent units of travel time. 
The use of such composite terms has a number of attractions, such as: overcoming problems of co-linearity or lack of data variation at the estimation stage; allowing elasticities to be deduced where they cannot be directly estimated; appraising the consistency of separately estimated elasticities; and introducing the potentially desirable feature that the elasticities to the component variables depend upon the proportion that they form of the composite term. 

Although the GC formulation is widely adopted, it imposes admittedly sensible properties without any explicit testing of whether they are empirically justified. Not only will there be cross-sectional variations in elasticities according to the make-up of GC, but there are significant implications from income induced increases in monetary values over time which will force a trend increase in the time related elasticities and a reduction in the implied fare elasticity, all other things equal.  

Whilst generalised cost is widely used in forecasting, it is cost and fare elasticities which are far more widely estimated and for which much more evidence exists. This is because journey times tend to exhibit less variation than fuel prices, other motoring costs and public transport fares. As a result, journey time elasticities are often deduced from the evidence on cost elasticities given the GC framework. This, for example, is the case with the national transport model in Great Britain and is prominent within the recommendations of demand forecasting guidance such as the Demand for Public Transport (Balcombe et al., 2005). 

The accuracy of the time elasticity depends crucially upon the validity of the GC approach and upon the use of a suitable value of time. Indeed, constant fare elasticities tend to drive such an approach yet paradoxically these are not generally consistent with the GC approach and indeed the implied time elasticity will depend on the levels of journey time and fare.
In contrast, what might be regarded as a conventional economics ‘textbook’ approach would specify separate elasticities to each of the attributes regarded to influence travel. Suitable functional forms could then be developed that allowed elasticity variation that was empirically justified.  Note that the approach invariably adopted within the discrete choice modelling literature is to specify separate terms for each travel attribute rather than composite terms such as GC. 
Yet another approach, although seemingly unique to the rail industry in Great Britain, is to merge the time related aspects into a single variable, termed generalised journey time (GJT) but to maintain fare as a separate term. The approach is set out in the Passenger Demand Forecasting Handbook (PDFH) which provides a forecasting framework and demand parameters that have been used in the railway industry in Great Britain for over twenty years (ATOC, 2005). The GJT and fare formulation has its background partly in historical accident, since there was one system that recorded the revenue and volume of rail trips, primarily for accounting purposes, whilst a separate system was developed to represent rail service quality based around journey time, service frequency and the need to interchange. This approach also makes certain assumptions of the pattern of implied elasticity variation, although a little less than does the GC approach. 
In Britain, we are blessed with large amounts of ticket sales data which provides a reasonably accurate account of rail travel demand between a very large number of stations over many years. Whilst the cost of rail travel does exhibit considerable variation across routes and over time, in line with other travel modes, what is unique to the railway industry is that some routes also exhibit considerable variations in the journey time, service frequency, interchange and other components of service quality. This supports modelling opportunities not otherwise possible. 
The aim of this paper is to exploit the availability of large data sets relating to different types of rail movement and exhibiting variations in both fare and timetable related service quality variables in order to:

· provide insights into whether the GC approach of standard transport planning provides a better explanation of rail travel than the GJT and fare approach or an approach that specifies separate elasticities to each component of GJT;

· test, at least in part, whether the spatial and temporal variations implied by the use of composite terms such as GC and GJT are empirically justified; 

· determine the appropriate values of time to use conditional upon the continued use of the standard GC approach;
· identify fruitful avenues for further investigation in this under-researched area given the real-world significance of the practices here being addressed.   
We here present results from two very large data sets relating to the demand for rail travel between stations. Models are estimated using the GC approach, the GJT and fare approach and, where possible, the separate elasticities to each variable approach.  We also allow the value of time to be freely estimated rather than imposed from other evidence.

The structure of the paper is as follows. Section 2 provides background discussion, covering the competing demand formulations and the nature of the rail ticket sales data available to us. Section 3 reports the results of the analysis of the four weekly ticket sales data set, with separate models reported for non-season tickets on long distance London based flows, non-season tickets on long distance Non-London flows and season tickets on flows to London up to 75 miles. Comparable models are reported in section 4 but estimated to a different time-series data set relating to annual sales and covering long distance London based flows, flows within the South East of England, long distance Non-London flows outside the South East of England, and suburban flows outside of London. Section 5 provides concluding remarks and recommendations for further research.
2.
DATA SETS AND MODELLING APPROACH

2.1
Market Segmentation

It is standard practice in the econometric analysis of rail travel demand in Great Britain to distinguish between different types of flow. A key distinction is between London and Non-London flows, on the grounds of significant differences in the average fares, the level of service offered and the journey purpose mix. Typically, London services are more expensive in return for a somewhat better level of both timetable and non-timetable related service quality, and are characterised by much larger proportions of price-inelastic but time sensitive business travellers and also generally stronger competition from other modes. The affluence of the South East of England, combined with the atypical unattractiveness of car for journeys to, from and within the London area and a generally inexpensive but accessible and frequent rail service, singles out trips between the South East and the London Travelcard Area for separate attention. Another dimension that tends to be important is that of distance, not least because the journey purpose composition of suburban travel is somewhat different to inter-urban travel, consisting of a larger proportion of frequently made trips such as for commuting and personal business, whilst journey duration itself could impact on behavioural sensitivity.   
Other practical constraints from a modelling perspective are that the widespread use of pre-paid area-wide tickets in the London Travelcard area means that sales data does not provide an accurate account of station-to-station rail travel, thereby explaining the dearth of empirical evidence relating to the key market of suburban rail travel into London. The analysis of rural routes has also tended to be neglected, not only because these form a small proportion of rail revenue but because ticket sales data is inherently less reliable where demand volumes are low. 

The analysis reported here follows these key market segmentations. It is based upon two very large data sets. One data set is made up of four weekly data time series data assembled specifically to examine the effects of the changes in timetable related service quality on the demand for rail travel. The other is annual time series data initially extracted for the purpose of estimating fares elasticities.  

2.2 
Four Weekly Rail Ticket Sales Data

This data set was initially assembled specifically for the purpose of examining the influence of changes in timetable related service quality on the demand for rail travel. Ticket sales data was available covering four weekly periods between the financial years 1995/6 and 2000/1. Flows were selected where there had been at least 10% variation in the level of GJT on the flows over some of the time period in question. This selection criterion was employed in an attempt to increase the precision with which timetable related elasticities are estimated.
As far as non-season tickets are concerned, the data set covers 142 inter-urban flows to and from London and 274 Non London inter-urban flows, yielding a maximum of 11076 and 21372 observations for modelling purposes respectively. 
For season tickets, we have restricted analysis to 20 flows to London, largely because these are the main commuting flows but also because data on employment levels, a key driver of commuting, is readily available for Central London yet  collecting historic commuting data for a wide range of Non London destinations would have been a major task beyond the resources available. A further limitation is to restrict the analysis to those flows where it is reasonable to expect regular and sizeable commuting to London. This limit was placed at 75 miles. Beyond this distance, the volumes of commuting within our data set are small, the demand variations are quite volatile and they would hardly be regarded as commuting flows. We therefore have a maximum of 1560 observations for modelling purposes.  
All monetary terms in this data set, such as fares and money values of time, are expressed in 1995 prices. 

2.3
Annual Rail Ticket Sales Data
This data set was initially extracted to conduct analysis of fares elasticities (Allen and Haigh, 1999). As part of the 2002 update to PDFH (ATOC, 2002), the opportunity was taken to conduct further analysis on this data, both to examine exogenous growth and particularly the estimation of GDP elasticities (Wardman, 2006) and to specify a system of demand equations which disaggregated  by ticket type in order to estimate ticket specific elasticities and cross elasticities (Wardman and Toner, 2003). 

The data originally covered the years 1990 to 1998, with 1994 omitted due to the adverse effects of serious industrial action. In recent work for the UK Department for Transport, the data was updated by the addition of the years 1999-2005 and by the inclusion of a number of flows, particularly in the South East of England, which had previously been omitted. 
Four ‘conventional’ market segments have here been examined. 716 long distance London flows yielded 10740 observations for modelling purposes. Non London inter-urban routes contributed 1925 flows and a maximum of 28875 observations. The corresponding figures for flows in the South East and Non London suburban flows were 879 and 792 routes and a maximum of 13185 and 11880 observations.   

For this data set, all monetary terms such as fares and values of time are expressed in 2005 prices. 

2.4
Specification of Variables

The concept of GJT has been central to the analysis and forecasting of rail demand in Britain. It represents the key timetable related service quality variables of journey time, service frequency and interchange. Other aspects of service quality, such as on-board and station facilities, overcrowding, access/egress and rolling stock, along with journey time reliability, are dealt with outside the GJT formulation. 

GJT is composed as:
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T is the station-to-station journey time, including any connection time at interchange stations. The frequency penalty (a) and interchange penalty (b) convert service headway (H) and the number of interchanges (I) into equivalent journey time.

At high frequencies, the proportion of random arrivals at stations is relatively high and the frequency penalties are then strongly influenced by the value of wait time. At lower frequencies, planned arrivals dominate and then the frequency penalties are much more strongly influenced by the value of headway. The recommended frequency penalties (aH) in PDFH are set out in Table 1. 

TABLE 1 HERE
Where service intervals are irregular, a computer program (MOIRA) is required to calculate the frequency penalties. 

The PDFH recommended interchange penalties (b) are set out in Table 2. These penalties are to be added to the station-to-station journey times for each interchange incurred.  Changes of station, such as cross‑London, should be treated as two interchanges with all walking, waiting and transfer time included in the journey time

TABLE 2 HERE

The interchange penalties increase with distance, in part to ensure that the interchange does not become an insignificant part of GJT on longer distance journeys. although this precise relationship has no basis in empirical evidence. 
A feature of the use of the composite GJT variable is that the elasticities to the separate components depend upon the proportion they form of GJT. Given a constant GJT elasticity of g, the implied elasticities to time ((T) and service headway ((H) and the proportionate change in demand after a change in interchange ((I) are given as:


[image: image2.wmf]GJT

b

g

GJT

aH

g

GJT

T

g

I

H

T

=

=

=

h

h

h




     

         

             (2)

Generalised Cost (GC) is composed as:
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where v is the money value of time that converts GJT into an equivalent monetary amount to be added to the fare (F). Given a GC elasticity of c, the implied elasticities to fare and GJT are:
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There are various possible sources of values of time. We here use two. 
PDFH recommends rail values of time derived from a meta-analysis of a very large amount of British empirical evidence (Wardman, 2004). This takes the form:


[image: image5.wmf]SE

Comm

EB

IU

e

D

G

VoT

147

.

0

100

.

0

968

.

0

258

.

0

268

.

4

184

.

0

723

.

0

+

+

+

+

-

=

 (5)
The value of time is here expressed in pence per minute in summer 2005 prices.  G denotes GDP per capita in real terms, with an index of 3934 for summer 2005, and D is distance in miles. IU indicates an inter-urban journey of over 30 miles whilst EB denotes employer’s business travel and Comm reflects commuting trips. SE represents trips within London and the South East of England. 
The other source of values of time is, quite naturally, the official recommendations of the UK Department for Transport (DfT. 2006). These distinguish by journey purpose and have an income elasticity of unity for business travel but 0.8 for all other trips. 

The values of time in 2005 prices and allowing for income variations implied by equation 5 of the meta-analysis and the Department for Transport recommendations are given in Tables 3 and 4.

Table 3 presents illustrative rail values of time implied by the meta-analysis for distance bands which typically represent our suburban and inter-urban data sets and for years covering our data sets. The inter-temporal, journey purpose and distance effects are quite clear. In addition, valuations within the South East of England would be around 16% higher. 
TABLE 3 HERE
Table 4 reports the official values for years of interest to us for rail passengers in the course of business along with commuting and leisure travel.  There is a remarkable degree of similarity between the commuting valuations in Tables 3 and 4. In contrast, it is only for leisure travel and short journeys where there is also a high degree of correspondence between the two sets of values of time.  The official values for business travel far exceed the values implied by the meta-analysis whilst the reverse is the case for the leisure values.  

TABLE 4 HERE
Alternatively, and most significantly, given that timetable related service quality varies over time, we are in the fortunate position of being able to freely estimate the value of time which provides the best account of rail travel demand within the GC formulation.

The remaining specification of our rail demand function is to specify separate terms for time, headway and interchange and directly estimate their elasticities
2.5
Modelling Approach

Data has been pooled in estimation over routes and across time. A fixed-effects model has been estimated. In order to account for variations in the underlying level of demand across routes, caused by variables not in our model, flow specific dummy variables are included.  In the four-weekly data, period specific dummy variables are specified for 12 of the 13 periods. 

Models are specified in constant elasticity form with the exception of interchange and connection time which can and often does take the value of zero. The coefficients on the latter indicate how a change in these variables impacts on rail demand in  a proportionate manner.

The only variable used to represent external factors is GDP in the case of non-season tickets and employment in the case of season tickets. Whilst other variables such as car ownership, fuel price and population could have been included in the model, they are highly correlated with GDP and add little to explanatory power, Indeed, their coefficient estimates are typically wrong sign, right sign but implausible in magnitude or statistically insignificant. Their inclusion can also lead to implausible GDP elasticity estimates.  

The Hatfield accident of October 2000 is widely felt to have had an appreciable adverse impact on rail demand in Britain lasting over a number of years. Not only were public perceptions of safety affected but, more significantly, the railway network was suddenly confronted with a large number of speed restrictions due to potentially defective track and extended running times due to significant amounts of remedial engineering work. 

As a result of the uncertainties relating to post-Hatfield ticket sales data, the time-series of four weekly data discussed in section 2.2 was restricted to the end of the 2000 financial year. The final four four-weekly periods in this data set have, in all likelihood, been affected by the aftermath of the Hatfield accident and dummy variables have been specified for each of these periods to discern any adverse effects. 

The situation is a little different for the annual data discussed in section 2.3. A widely held view in the rail industry in Great Britain is that it took two full years for the aftermath of Hatfield to work through. Hence in the models based on annual data we have specified dummy variables for the remainder of the 2000 financial year and for each of 2001 and 2002.   

In all cases we remove outlier observations.  These are defined as observations with a standardised residual in excess of 2. The model used to identify these outliers is based on GJT and fare. However, the pattern of results reported here is entirely independent of whether this or one of the other to model formulations is used. 
We estimate up to six models. These are:
i) Standard British rail demand model, containing GJT and fare.
ii) GC model, with the value of time derived from meta-analysis of a large amount of British value of time evidence. The overall value of time is a weighted average of values for business and non-business travel. 
iii) GC model, with the value of time based on UK Department for Transport Recommendations. The overall value of time is a weighted average of values for business and non-business travel.
iv) GC model, with the value of time freely estimated, but with no variation in the value of time over time. No distinction is made in the value of time by journey purpose.
v) GC model, with the value of time linked to income and the income elasticity freely estimated. No distinction is made in the value of time by journey purpose.
vi) Separate components model covering time, headway, interchange and connection time.
Models II and III can, along with I and VI, be estimated using ordinary least squares regression. Models IV and V require the use of non-linear least squares to estimate the parameters. Model IV simply replaces the imposed value of time with a parameter to be estimated. Model V specifies GC as:


[image: image6.wmf]GJT

Y

F

l

g

+

  







 (6)

where Y is some measure of income and ( and ( are parameters to be estimated. ( is interpreted as the value of time income elasticity.  

Models with the same numbers of parameters can be compared in terms of a goodness of fit measure, such as the residual sum of squares (RSS). This applies to a comparison of Models I and  IV. Models with different numbers of parameters, such as Models I and II, Models I and III and Models I and VI, can be appraised using an F test. 

The mix of business and non-business travel used in calculating overall values of time vary across route type and are taken from recommendations contained in PDFH. For long distance London flows, business has a 40% share of traffic with leiure the remaining 60%. On Non London long distance flows the respective figures are 15% and 85%. London and South East flows are characterised by 25% business travel, 20% commuting and 55% leisure whilst the equivalent figures for Non London suburban flows are 10%, 10% and 80%.    

3.
FOUR WEEKLY DATA (1995-2000)
3.1
Long Distance London Flows
Table 5 reports the six models estimated to long distance London flows on the four weekly data. In all models, the negative impact of the Hatfield accident is apparent. The accident is widely regarded to have had a larger impact on these flows than those offering lower quality services. 

The standard fare and GJT model produces sensible elasticities, broadly in line with PDFH recommendations. It provides a better fit than GC models IV and V which have the same or more parameters. According to an F test, it also statistically superior to both GC models II and III. 

Model VI provides plausible and highly significant coefficient estimates for the separate service quality terms. An interchange without any connection time would reduce rail demand by 19%. A connection time of 30 minutes would further reduce rail demand by 14%. An F test indicates that this separate components model turns out to provide the best account of rail travel demand.

Turning to the values of time and implied elasticities, the meta-analysis values of time provide a better explanation of demand than the official values. As would be expected, freely estimating the values of time in Models IV and V improves the fit. However, these values of time bear little resemblance to those that would be imposed. Models II and III with their imposed values place too much emphasis on the GJT in comparison with the freely estimated GJT and fare elasticities. Compared to Model I, the implied GJT elasticities in Models II and III are too high and the implied fare elasticities are too low. 

TABLE 5 HERE
Note: Where two figures are given, they relate to 1995 and 2000. 
As might be expected, a better balance between the two elasticities is implied when the value of time is freely estimated. Note that although the value of time does increases quite markedly even over the limited time period, there is no corresponding increase in the implied GJT elasticity.  The income elasticity of 0.916 estimated in Model V seems quite plausible. 

3.2
Long Distance Non-London Flows 
The models for long distance Non-London flows estimated to the four weekly data are presented in Table 6. Here there is a different balance between fare and GJT, with fares tending to be somewhat lower than on London flows but GJT generally higher. The adverse effect of Hatfield is again apparent.
The standard GJT and fare formulation of Model I recovers plausible elasticities which correspond well with PDFH recommendations. It provides a better fit than any of the GC models. 

Model VI is the statistically superior model. Due to high correlation between interchange and connection time, the latter has been combined with in-vehicle time to form an overall station-to-station journey time. Its elasticity estimates are plausible. 
Models II and III which impose values of time in constructing GC have somewhat higher values than those freely estimated in Models IV and V. As a result, the implied GJT elasticities in the former two models are much larger than in the latter two models. However, the GC models IV and V imply GJT and fare elasticities that are not greatly different from those estimated by Model I. 

Despite the increase in the value of time in Models II and III, the implied GJT elasticities actually fall. This is because real fare increases over the period have made fare a larger proportion of GC. Presumably this lies behind the implausible negative income elasticity estimated in Model V, although admittedly it is not significantly different from zero.  

TABLE 6 HERE
3.3 
London Commuting
The previous two sets of results, as with all other results presented here, relate to non-season tickets. This section reports analysis of season tickets. For reasons discussed in section 2.2, the analysis is based on 20 significant commuting flows to London which had experienced notable changes in timetable related service quality.  

The results for season tickets are in Table 7. Note the absence of any Hatfield related coefficients. All four Hatfield coefficients were far from significant and have not been retained. This is presumably because the commuting market is slower to adjust to shocks than other markets whilst we might expect the impact to be relatively low given the relative unattractiveness of alternatives to rail for commuting to London.
Employment here replaces GDP as the main external demand driver. Its elasticity tends to exceed one. This is presumably because in highly congested conditions where there are severe parking problems, rail will attract a larger proportion of new than existing traffic. In the absence of variables to explicitly model these effects, this will tend to inflate the employment elasticity. However, it should be borne in mind that there is not a great deal of variation in Central London employment in the period.  

The GJT and fares model returns a GJT elasticity higher the PDFH recommendations of -0.7 for South East commuting to London and the -0.9 for long distance commuting. Nonetheless, it does seem unreasonable. The fare elasticity is between the -0.6 recommended for London and South East commuting and the -1.0 recommended for long distance commuting. Given the mix of flows here, the fare elasticity estimate is highly consistent with PDFH recommendations. 
TABLE 7 HERE

The separate components model also recovers very plausible estimates. Although the interchange penalty is not significant, and this is due to little variation in this variable on these commuting flows, it does indicate the expected importance of this variable. The need to interchange in itself would reduce demand by 37% whilst a 30 minute connection  time would lead to a further 67% reduction. Thus having to interchange on what is a regularly made journey would decimate rail demand as might be expected. However, the model is not as good as the GJT and fare model, even with additional parameters. 

Model I is also statistically superior to GC Models II and III which constrain the values of time according to existing evidence. Model II implies GJT elasticities similar to that freely estimated but the implied fare elasticity is very much lower. Model III performs poorly in terms of both implied elasticities. 
The final two GC models are actually statistically superior to Model I whereupon we have some obligation to prefer their implied GJT and fare elasticities over the freely estimated ones of Model I. Note that in the GC models the values of time used in calculating GC or estimated within it are similar. Of some concern, however, is that the income elasticity for the value of time in Model V is strongly negative. This is clearly unacceptable for longer run demand forecasting. The limited time period is not conducive to the estimation of this elasticity but there are also correlation problems here with the employment elasticity which is reflected in the low employment elasticity compared to the other models.
4.
ANNUAL DATA 1990-2005

GJT disaggregated into its constituent parts was not available for this data set. There is therefore no Model VI in the analysis of the annual data. 

4.1
Long Distance London Flows

Table 8 reports the results of the five models estimated to the annual data for long distance London flows. The effects of the Hatfield accident in the year it occurred and subsequent two years is apparent.

Model I based on the standard GJT and fare approach recovers a fare elasticity lower than expected for these types of flow and a GJT elasticity higher than expected. 

Models II and III which impose values of time are somewhat worse statistically than Model I according to an F test. Although they imply similar fare elasticities to Model I, the implied GJT elasticities are somewhat lower. 

Models IV and V recover values of time somewhat larger than for Models II and III. As a result the implied GJT and fare elasticities are much more in line with Model I. However, both are statistically inferior to Model I whilst Model V has the undesirable property of a negative income elasticity on the value of time. 

TABLE 8 HERE
4.2
Long Distance Non-London Flows

The results of the analysis of the long distance Non-London flows are given in Table 9. An effect from the Hatfield accident, diminishing over time, is again evident. 
Model I is again statistically superior, according to an F test, to GC models II and III and also achieves a better fit than GC models IV and V. The fare elasticity is a little lower than is typical for these types of flow and the GJT elasticity is a little higher. Nonetheless, the figures are plausible. 
The freely estimated values of time in Models IV and V are, on average, broadly similar to those imposed in Models II and III. It turns out here that all the GC models perform well in recovering implied GJT and fare elasticities similar to those freely estimated by the preferred Model I. 

TABLE 9 HERE

4.3
Short Distance Non-London Flows

Table 10 reports the analysis of the short distance Non-London flows, specified to be flows of 20 miles or less. Hatfield did not have an immediate effect on demand on these routes in the final months of the 2000/1 financial year. However, there does seem to have been an adverse impact in the two subsequent years.
TABLE 10 HERE
Model I finds the short distance Non-London market to be price elastic, more so than the PDFH recommended fare elasticity of between -0.85 and -1.0. Nonetheless, the estimate is certainly not implausible. The GJT elasticity is very much in line with PDFH recommendations. This model is far superior according to F tests to Models II and III where GC is constructed using pre-specified values of time. Indeed, Model I achieves a better fit than Models IV and V where the value of time is freely estimated.

The imposed values of time in Models II and III are far higher than those estimated. As a result, the implied GJT elasticity in Models II and III are much higher than freely estimated in Model I and the implied fare elasticities are very much lower. In stark contrast, Models IV and V imply GJT and fare elasticities very close to those estimated by Model I. However, the values of time that achieve this bear no resemblance to any empirical evidence that exists and the income elasticity is very low. There is no strong evidence to support increases in the GJT elasticity over time.
4.4
London and South East Flows
Table 11 reports the results for the London and South East flows. There is again a Hatfield effect apparent but not in the year of the impact.

The fare elasticity estimated by Model I is somewhat lower than the -1.1 recommended by PDFH for these flows and the GJT elasticity is somewhat higher than the PDFH recommended values of between -0.8 to -1.0. It is, however, the statistically superior model. 
As with the long distance Non London model estimated to annual data, the values of time freely estimated in Models III and IV are very similar to those imposed in Models II and III. The implied GJT elasticities in the four GC models are very similar to that freely estimated in Model I and the implied fare elasticities are also broadly similar. There is no evidence to support the GJT elasticity increasing over time and the income elasticity estimated in Model V is low.

TABLE 11 HERE
5.
CONCLUSIONS

We have here exploited the opportunity afforded by the rail market in Great Britain where not only is a large amount of ticket sales data readily available to support econometric analysis but, unlike some other travel markets, there is variation in variables other than cost. This allows us to test different formulations of the demand expression. In particular, it has allowed us to test three different formulations. One is the generalised cost (GC) approach that is widely used in transport planning. Another is to specify separate terms for rail journey time, service frequency, interchange penalty, connection time and fare. The third formulation is the standard approach of the railway industry in Great Britain and fits somewhere between the other two formulations. It combines the timetable related service quality attributes of time, frequency, interchange and connection time into a single term, referred to as generalised journey time (GJT) but retains a separate term for fare. 
The GC approach forces the elasticities to its separate components to depend upon the proportion they form of GC without any empirical verification of such relationships. The GJT is slightly less restrictive but the elasticities to the components of GJT will depend upon the proportion that they form of GJT. 

Four forms of the GC model have been estimated. Two models impose values of time, based on meta-analysis evidence and official Department for Transport recommendations. The other two models directly estimate the value of time weight to be used in the GC function. 

Seven sets of results have been presented, based around four weekly data for 1995-2000 and annual data for 1990-2005. Models have been estimated to large data sets and hence their coefficients are typically estimated with a high degree of precision. 

Of the three cases where data was available to estimate models which specify separate terms for each attribute, this model was preferred to all others in two instances. In the other case, the GJT and fare model was preferred. 

In comparing the GJT and fare model with the GC approach, in only one case out of seven did a GC model outperform the GJT and fare model. This was for London commuting flows and was only for the two models where the value of time is freely estimated. Even then, the income elasticity on the value of time was strongly negative which is implausible. In no case did a GC model based on imposed values of time perform better than a GJT and fare model.

Given that the value of time will increase with income, this should place an upward pressure on the implied GJT elasticity with, other things equal, the fare elasticity becoming smaller. The evidence does not provide any support that such a relationship has been apparent in practice. 

The process of estimating values of time has proved illuminating. In three out of our seven cases, the values of time estimated to provide the best account to the demand data were very much different from those that we would most likely impose in practical application. Notably the estimated values were always lower. In one further case, the values were quite different although in the opposite direction. 
The analysis reported here is very much an under-researched aspect of transport demand analysis. Particular functions, such as GC, are adopted by default without any real consideration of their demand properties. For example, our understanding is that the use of standard values of time alongside the conventional wisdom relating to cost elasticities has led to worryingly large journey time elasticities in the national transport model in Great Britain.
There are some important implications of our findings. Firstly, there is no strong statistical support here for the widely used GC approach. Indeed, the railway industry in Great Britain would be well advised to resist any temptation to adopt the GC approach without convincing evidence that it would provide a better basis for demand forecasting. Secondly, it casts doubts on the means of deducing elasticities using the ‘ratio of elasticities’ approach and ‘known’ reference elasticities which is drawn from the GC formulation. Thirdly, some doubts are actually cast upon the GJT and fare approach, with the formulation of separate terms for all attributes performing comparatively well. Fourthly, the use of GC with imposed values can lead to an incorrect balance in the implied average GJT and fare elasticities compared to free estimation of the value of time. 

If the GC approach is to be used, there is a strong case for freely estimating the values of time to use in weighting the time related attributes. Unfortunately, however, this relies on there being variation in the time related attributes. This is uncommon in some markets, such as car travel and urban bus travel.   
Whilst this study has uncovered some interesting findings, further research is clearly warranted. For example, we have restricted the analysis to constant elasticities and this is not necessarily the most appropriate functional form. More explicit testing can be made of the implied elasticities relationships. For example, we could test whether the GJT and fare elasticities vary across different bands of the proportion they form of GC in the manner implied by the GC approach, and whether there is evidence to support inter-temporal elasticity variations that the GC approach would lead us to expect. Nor have we here experiment with the standard generalised time approach. Further analysis might also take in disaggregate modelling approaches, where the convention is to specify separate terms to each variable and where the discrete choice models used force their own set of elasticity properties. 
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Table 1: PDFH Recommended Service Interval Penalties (in minutes)
	
	Equivalent Time Penalty

	Service Interval
	Full Fare and Season Ticket Passengers
	Reduced Fare
Passengers

	5
	5
	5

	10
	10
	10

	15
	15
	14

	20
	19
	17

	30
	26
	21

	40
	31
	23

	60
	39
	27

	90
	51
	33

	120
	63
	39

	180
	87
	51


Table 2: PDFH Recommended Interchange Penalties

	Distance
	Interchange Penalties (minutes)

	(miles)
	Full/Reduced tickets
	Season tickets

	15
	15
	10

	30
	19
	12

	50
	25
	16

	70
	31
	20

	100
	40
	26

	150
	55
	36

	200
	65
	n/a

	300
	85
	n/a

	over 325
	90
	n/a


Table 3: Rail Values of Time (2005 p/min): Meta-Analysis 

	
	15 miles
	100 miles
	200 miles

	
	EB
	Comm
	Leisure
	EB
	Comm
	Leisure
	EB
	Comm
	Leisure

	1990
	18.9
	7.9
	7.2
	34.7
	n.a.
	13.2
	39.4
	n.a.
	15.0

	1995
	19.9
	8.4
	7.6
	36.5
	n.a.
	13.9
	41.5
	n.a.
	15.8

	2000
	22.0
	9.2
	8.3
	40.3
	n.a.
	15.3
	45.8
	n.a.
	17.4

	2005
	24.1
	10.1
	9.2
	44.3
	n.a.
	16.8
	50.3
	n.a.
	19.1


Table 4: Rail Values of Time (2005 p/min): Official Department for Transport
	
	EB
	Comm
	Leisure

	1990
	50.7
	7.3
	6.5

	1995
	54.5
	7.7
	6.9

	2000
	62.5
	8.7
	7.6

	2005
	71.1
	9.6
	8.5


Table 5: Long Distance London Flows: Four Weekly Data (n=10409)
	
	I
	II
	III
	IV
	V
	VI

	GDP
	1.679 (42.1)
	2.270 (61.8)
	2.511 (61.9)
	1.786 (45.2)
	2.356 (14.0)
	1.738 (41.8)

	FARE
	-0.756 (37.1)
	-
	-
	-
	-
	-0.745 (36.4)

	GJT
	-0.827 (18.5)
	-
	-
	-
	-
	-

	IVT
	-
	-
	-
	-
	-
	-0.712 (13.0)

	HEAD
	-
	-
	-
	-
	-
	-0.048 (3.9)

	INT
	-
	-
	-
	-
	-
	-0.212 (8.0)

	CONN
	-
	-
	-
	-
	-
	-0.0050 (8.1)

	GC
	-
	-1.626 (39.4)
	-1.610 (38.4)
	-1.309 (30.4)
	-1.332 (30.2)
	-

	VoT 
	-
	17.5:19.3 
	20.4:23.2
	-
	8.4:9.4
	-

	VoT-Est
	-
	-
	-
	9.083 (11.9)
	8.293 (11.3)
	-

	VoT-(GDP
	-
	-
	-
	-
	0.916 (3.5)
	-

	HAT1
	-0.301 (21.2)
	-0.298 (20.8)
	-0.299 (20.7)
	-0.299 (20.8)
	-0.300 (20.9)
	-0.299 (21.1)

	HAT2
	-0.164 (11.7)
	-0.161 (11.4)
	-0.161 (11.4)
	-0.163 (11.6)
	-0.164 (11.7)
	-0.162 (11.6)

	HAT3
	-0.134 (9.4)
	-0.120 (8.4)
	-0.117 (8.2)
	-0.132 (9.4)
	-0.133 (9.3)
	-0.131 (9.3)

	HAT4
	-0.127 (9.2)
	-0.126 (9.0)
	-0.126 (9.1)
	-0.125 (9.0)
	-0.127 (9.1)
	-0.125 (9.1)

	RSS
	193.83
	199.03
	200.33
	197.81
	197.42
	192.90

	ADJ R2
	0.990
	0.990
	0.989
	0.990
	0.990
	0.990

	(GJT
	-0.827
	-1.028:-1.013 
	-1.078:-1.078
	-0.628:-0.589
	-0.613:-0.613
	-

	(FARE
	-0.756
	-0.598:-0.613  
	-0.532:-0.532
	-0.681:-0.720
	-0.719:-0.719
	-


Table 6: Long Distance Non-London Flows: Four Weekly Data (n=20258)

	
	I
	II
	III
	IV
	V
	VI

	GDP
	2.188 (27.5)
	2.283 (33.4)
	2.684 (40.1)
	2.536 (32.5)
	2.341 (8.4)
	2.144 (26.8)

	FARE
	-1.128 (67.5)
	-
	-
	-
	
	-1.125 (67.3)

	GJT
	-0.892 (27.5)
	-
	-
	-
	-
	-

	TIME
	-
	-
	-
	-
	-
	-0.546 (12.9)

	HEAD
	-
	-
	-
	-
	-
	-0.129 (9.7)

	INT
	-
	-
	-
	-
	-
	-0.222 (16.9)

	GC
	-
	-2.222 (64.1)
	-2.179 (67.8)
	-1.781 (53.9)
	-1.772 (51.8)
	-

	VoT 
	-
	12.4:13.4
	9.2:10.3
	-
	3.4:3.2
	-

	VoT-Est
	-
	-
	-
	3.31 (19.1)
	3.377 (16.2)
	-

	VoT(GDP
	-
	-
	-
	-
	-0.307 (0.9)
	-

	HAT1
	-0.369 (22.8)
	-0.349 (20.9)
	-0.356 (21.5)
	-0.374 (23.4)
	-0.374 (22.8)
	-0.367 (22.7)

	HAT2
	-0.185 (11.3)
	-0.176 (10.4)
	-0.179 (10.7)
	-0.192 (11.6)
	-0.191 (11.5)
	-0.183 (11.2)

	HAT3
	-0.173 (10.6)
	-0.100 (6.0)
	-0.123 (7.4)
	-0.179 (10.8)
	-0.179 (10.8)
	-0.172 (10.5)

	HAT4
	-0.140 (8.8)
	-0.132 (8.0)
	-0.133 (8.2)
	 -0.144 (9.0)
	-0.143 (9.0)
	-0.139 (8.7)

	RSS
	1452.91
	1556.12
	1525.28
	1480.61
	1480.00
	1448.03

	ADJ R2
	0.949
	0.945
	0.946
	0.948
	0.948
	0.949

	(GJT
	-0.892
	-1.610:-1.511
	--1.453:-1.364
	-0.760:-0.641
	-0.762:-0.627
	-

	(FARE
	-1.128
	-0.612:-0.711
	-0.726:-0.815
	-1.021:-1.140
	-1.010:-1.145
	-


Note: Where two figures are given, they relate to 1995 and 2000. 

Table 7: London Season Ticket Flows: Four Weekly Data (n=1421)

	
	I
	II
	III
	IV
	V
	VI

	EMPLOY
	1.494 (14.9)
	1.658 (22.2)
	1.674 (22.3)
	1.553 (15.7)
	1.066 (7.8)
	1.603 (14.4)

	FARE
	-0.816 (7.4)
	-
	-
	-
	-
	-0.818 (7.4)

	GJT
	-1.169 (9.1)
	-
	-
	-
	-
	-

	IVT
	-
	-
	-
	-
	-
	-0.678 (4.7)

	HEAD
	-
	-
	-
	-
	-
	-0.206 (5.1)

	INT
	-
	-
	-
	-
	-
	-0.466 (1.3)

	CONN
	-
	-
	-
	-
	-
	-0.037 (3.2)

	GC
	-
	-1.364 (8.5)
	-1.358 (8.7)
	-1.896 (11.9)
	-1.789 (11.5)
	-

	VoT 
	-
	10.7:11.8
	6.1:6.7
	-
	9.7:7.4
	-

	VoT-Est
	-
	-
	-
	10.58 (5.3)
	9.889 (6.1)
	-

	VoT(GDP
	-
	-
	-
	-
	-2.049 (6.0)
	-

	RSS
	34.18
	35.77
	35.67
	34.16
	32.33
	34.28

	ADJ R2
	0.988
	0.988
	0.988
	0.988
	0.989
	0.988

	(GJT
	-1.169
	-0.791:-0.818
	-0.543:-0.638
	-1..099:-1.099
	-1.002:-0.877
	-

	(FARE
	--0.816
	-0.573:-0.546
	-0.815:-0.720
	-0..797:-0.797
	-0.787:-0.912
	-


Note: Where two figures are given, they relate to 1995 and 2000. 

Table 8: Long Distance London Flows: Annual Data (n=10208)
	
	I
	II
	III
	IV
	V

	GDP
	1.290 (86.9)
	1.840 (73.5)
	1.973 (65.4)
	1.284 (85.6)
	0.835 (13.3)

	FARE
	-0.484 (29.8)
	-
	-
	-
	-

	GJT
	-1.327 (22.2)
	-
	-
	-
	-

	GC
	-
	-1.388 (32.6)
	-1.276 (30.4)
	-1.655 (27.6)
	-1.808 (29.6)

	VoT 
	-
	22.2:28.2
	24.1:33.5
	-
	41.0:36.4

	VoT-Est
	-
	-
	-
	32.262 (15.3)
	41.013 (17.1)

	VoT(GDP
	-
	-
	-
	-
	-0.353 (6.9)

	HAT1
	-0.011 (1.9)
	-0.011 (2.0)
	-0.012 (2.0)
	-0.013 (2.2)
	-0.014 (2.3)

	HAT2
	-0.014 (2.5)
	-0.013 (2.2)
	-0.014 (2.2)
	-0.015 (2.5)
	-0.018 (2.6)

	HAT3
	-0.028 (4.5)
	-0.029 (4.7)
	-0.029 (4.7)
	-0.028 (4.7)
	-0.028 (4.6)

	RSS
	208.64
	216.72
	219.64
	212.71
	211.75

	ADJ R2
	0.994
	0.994
	0.994
	0.994
	0.994

	(GJT
	-1.327
	-0.929:-0.929
	-0.880:-0.906
	-1.241:-1.159
	-1.446:-1.319

	(FARE
	-0.484
	-0.459:-0.459
	-0.396:-0.370
	-0.414:-0.496
	-0.362:-0.489


Note: Where two figures are given, they relate to 1990 and 2005. 

Table 9: Long Distance Non-London Flows: Annual Data (n=27437) 

	
	I
	II
	III
	IV
	V

	GDP
	1.612 (158.2)
	-2.429 (176.6)
	2.578 (164.3)
	1.577 (150.2)
	1.898 (52.7)

	FARE
	-0.599 (62.4)
	-
	-
	-
	-

	GJT
	-1.156 (69.1)
	-
	-
	-
	-

	GC
	-
	-1.539 (80.7)
	-1.440 (77.7)
	-1.509 (79.4)
	-1.526 (79.1)

	VoT 
	-
	15.5:19.8
	13.1:17.9
	-
	16.3:17.8

	VoT-Est
	-
	-
	-
	18.87 (36.3)
	16.30 (37.1)

	VoT(GDP
	-
	-
	-
	-
	0.260 (8.8)

	HAT1
	-0.035 (10.7)
	-0.021 (6.2)
	-0.020 (5.8)
	-0.034 (10.0)
	-0.030 (8.9)

	HAT2
	-0.021 (6.4)
	-0.009 (2.8)
	-0.010 (2.6)
	-0.020 (5.8)
	-0.018 (4.9)

	HAT3
	-0.006 (1.9)
	0.004 (1.3)
	0.005 (1.3)
	-0.006 (1.7)
	-0.003 (1.0)

	RSS
	471.61
	502.18
	509.75
	502.48
	499.92

	ADJ R2
	0.990
	0.989
	0.989
	0.989
	0.989

	(GJT
	-1.156
	-1.077:-1.062
	--0.950:-0.965
	-1.117:-1.026
	-1.083:-1.022

	(FARE
	-0.599
	-0.462:-0.477
	-0.490:-0.475
	-0.392:-0.483
	-0.443:-0.504


Note: Where two figures are given, they relate to 1990 and 2005. 

Table 10: Short Distance Non London Flows: Annual Data  (n=11279)
	
	I
	II
	III
	IV
	V

	GDP
	1.664 (88.4)
	2.249 (83.9)
	2.287 (73.2)
	1.699 (90.8)
	1.797 (38.3)

	FARE
	-1.241 (58.6)
	-
	-
	-
	-

	GJT
	-0.658 (22.8)
	-
	-
	-
	-

	GC
	-
	-1.698 (45.8)
	-1.372 (37.6)
	-1.838 (51.8)
	-1.846 (51.8)

	VoT 
	-
	7.7:9.9
	10.9:14.7
	-
	2.0:2.1

	VoT-Est
	-
	-
	-
	1.970 (19.4)
	1.955 (19.4)

	VoT(GDP
	-
	-
	-
	-
	0.159 (2.3)

	HAT1
	0.011 (1.7)
	0.008 (1.2)
	0.008 (1.2)
	0.012 (1.9)
	0.014 (2.1)

	HAT2
	-0.040 (5.9)
	-0.039 (5.5)
	-0.038 (5.3)
	-0.040 (6.0)
	-0.038 (5.7)

	HAT3
	-0.056 (8.2)
	-0.051 (7.0)
	-0.050 (6.7)
	-0057 (8.3)
	-0.055 (8.1)

	RSS
	320.05
	366.84
	387.68
	321.74
	321.70

	ADJ R2
	0.958
	0.952
	0.949
	0.958
	0.958

	(GJT
	-0.658
	-1.137:-1.137
	-1.015:-1.029
	-0.643:-0.551
	-0.646:-0.572

	(FARE
	-1.241
	-0.567:-0.567
	-0.357:-0.343
	-1.195:-1.287
	-1.200:-1.274


Note: Where two figures are given, they relate to 1990 and 2005. 
Table 11: London and South East  Flows: Annual Data  (n=12519)
	
	I
	II
	III
	IV
	V

	GDP
	1.156 (81.4)
	1.923 (99.4)
	2.084 (91.2)
	1.100 (78.5)
	1.365 (16.4)

	FARE
	-0.582 (26.7)
	-
	-
	-
	-

	GJT
	-1.398 (48.4)
	-
	-
	-
	-

	GC
	-
	-1.883 (53.2)
	-1.729 (50.1)
	-1.787 (52.5)
	-1.800 (51.7)

	VoT 
	-
	15.0:19.1
	17.5:24.1
	-
	19.2:20.8

	VoT-Est
	-
	-
	-
	21.869 (18.7)
	19.248 (18.0)

	VoT(GDP
	-
	-
	-
	-
	0.232 (3.0)

	HAT1
	0.017 (3.3)
	-0.002 (0.4)
	-0.008 (1.9)
	0.018 (3.6)
	0.012 (2.1)

	HAT2
	-0.014 (2.7)
	-0.028 (5.2)
	-0.030 (5.5)
	-0.012 (2.3)
	-0.017 (3.0)

	HAT3
	-0.024 (4.5)
	-0.030 (5.6)
	-0.030 (5.5)
	-0.021 (3.9)
	-0.024 (4.4)

	RSS
	242.16
	246.00
	250.13
	247.83
	247.80

	ADJ R2
	0.986
	0.986
	0.986
	0.986
	0.986

	(GJT
	-1.398
	-1.378:-1.378
	-1.296:-1.296
	-1.394:-1.305
	-1.368:-1.296

	(FARE
	-0.582
	-0.505:-0.505
	-0.433:-0.433
	-0.393:-0.482
	-0.432:-0.504


Note: Where two figures are given, they relate to 1990 and 2005. 
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